
J Stat Phys (2009) 136: 1131–1175
DOI 10.1007/s10955-009-9817-y

Finite Trotter Approximation to the Averaged Mean
Square Distance in the Anderson Model

S. Suwanna

Received: 4 December 2008 / Accepted: 28 August 2009 / Published online: 18 September 2009
© Springer Science+Business Media, LLC 2009

Abstract We prove that a finite Trotter approximation to the averaged mean square distance
traveled by a particle in a disordered system on a lattice Z

d exhibits at most a diffusive
behavior in dimensions d ≥ 3 as long as the Fourier transform of the single-site probability,
μ̂, is in L2(R).

Keywords Anderson model · Random Schrödinger operators · Trotter product formula

1 Introduction

Localization has been a subject of high interest to mathematicians and physicists over the
past several decades. One of the most often studied quantities is the averaged mean square
distance traveled by a particle in initial state ψ up to time t . In a d-dimensional lattice Z

d ,
this quantity is defined as

rψ(t) :=
{

E

∑
x∈Zd

|x|2|[e−itHψ](x)|2
}1/2

, (1.1)

where E(·) is the expectation taken with respect to the probability configuration. The pre-
cise definitions of all constituents will be given in Sect. 2. For large t , if rψ(t) ∼ ct , we
say that the motion is ballistic, like that of a free particle; if rψ(t) ∼ c

√
t , we say that the

motion is diffusive, and if supt>0 rψ(t) is bounded, then we say that the wave packet is (phys-
ically) localized. The behavior of rψ(t) for large t is important in solid-state and condensed-
matter physics because it is connected to the conductivity of the system via Kubo’s formula
[22, 29].

S. Suwanna (�)
Sirindhorn International Institute of Technology, Thammasat University–Rangsit Center, Pathumthani,
12121, Thailand
e-mail: ssuwanna@siit.tu.ac.th

S. Suwanna
Department of Mathematics, University of Virginia, Charlottesville, VA 22903, USA

mailto:ssuwanna@siit.tu.ac.th


1132 S. Suwanna

The study of localization started in 1958 when P.W. Anderson [4] first argued that suffi-
ciently large disorder essentially permits no diffusion to take place and halts the propagation
of a wave function through a random medium. In the context of electronic properties of
the system, the presence of sufficiently large disorder converts a good conductor to an in-
sulator. Since then, the study of localization or delocalization has been translated to many
mathematical formulations; see [6, 7, 17, 19, 23] and references therein. There are multiple
mathematical interpretations of localization, and thus, more than one approach to its study.
One commonly taken approach is known as a spectral approach, and it concerns the spec-
tral properties of the operator H. Specifically, in the spectral approach, localization, often
termed Anderson localization, occurs when H exhibits a dense pure point spectrum with
exponentially decaying eigenfunctions. Note that there are various definitions of localiza-
tion related to the spectral properties of H. See [23], for example, for precise definitions of
these variations. In addition, the spectral approach has been extended to study localization
in other domains such as Bethe lattice, trees, strips or half-planes, see [3, 7, 14, 24–26, 33]
and references therein for more details.

For historical notes, the pioneering work of mathematical localization in the spectral ap-
proach was done by the Russian school [7, 21, 30] who studied the spectral properties of
random Schrödinger operators in one dimension in 1970’s. However, the groundbreaking re-
sult in multidimensional localization was obtained in 1983, when J. Fröhlich and T. Spencer
proved exponential decay of the Green’s functions for large disorder and at fixed energy [7,
15, 16]. The exponential decay of the Green’s functions, which implies limt→∞

rψ (t)

t
= 0

for any wave function with energy localized around the fixed energy at time t = 0 and the
absence of an absolutely continuous spectrum (see notes at the end of Chap. IX in [7] and
reference therein), has essentially become a much sought property of H. Subsequently, most
work done in this approach has been about or related to the spectral properties of H.

In one dimension, there are presently many proofs [7, 15, 16, 34, 38] that Anderson
localization occurs for all disorder and at every energy. However, the techniques of these
proofs do not carry over to higher dimensions for arbitrary disorder. In dimension d = 2,
it is believed that H exhibits the same behavior as that in d = 1, but a proof is missing. In
particular, there has been no proof as to whether the eigenfunctions should decay exponen-
tially or polynomially for small disorder [7, 11]. For sufficiently large disorder or at extreme
energies near the edges of the spectrum σ(H0), Anderson localization has been proved in
arbitrary dimensions [2, 7, 15, 16, 18, 22, 27, 29, 36].

Another approach to study localization (or delocalization) is known as a dynamical ap-
proach, in which one is interested in a physics-related quantity like rψ(t). In this case, we
say that dynamical localization occurs if rψ(t) is bounded; otherwise, we say that dynam-
ical delocalization occurs. See [6, 8, 12, 13, 17] for variations of definitions of dynamical
localization. In this approach, very few results are known; see [1, 6, 17, 35] for some results
on quantities similar to rψ(t). In the large-disorder or extreme-energy regime, it has been
proved in [15, 16, 28] that the mean square distance is bounded uniformly in t with prob-
ability one. It is worth noting that the existence of dynamical delocalization and mobility
edge has been proved in a two dimensional random Landau model [19]. Furthermore, the
spectral approach and the dynamical approach are not necessarily equivalent; in particular,
spectral localization does not always imply dynamical localization [9].

Even though rψ(t) has direct connections to actual physical quantities such as conductiv-
ity of the system, it is relatively less-studied in a mathematical setting. The behavior of rψ(t)

at small disorder is still an open problem, and it is expected to have a diffusive behavior for
large t in dimensions d > 2.
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This article is organized as follows. In the upcoming Sect. 2, we state our problem, its
framework and the main result. In Sect. 3, we utilize the Fourier transform to reformulate
the problem at hand in terms of oscillatory integrals which allows us to do our estimates in
the momentum space. Section 4 is devoted to study oscillatory integrals and the properties
of the phases after taking the expectation Eω(·), with some generic estimates on oscillatory
integrals with two phases included in Appendix B. Finally, and most importantly, the proof
of the main result will be given in Sect. 5.

2 Statement of the Problem and the Main Result

A beginning step to show that rψ(t) displays a diffusive behavior for large t and for small
disorder in dimensions d > 2 is to investigate whether rψ(t) ≤ c

√
t for any disorder. Our

approach is employing the Trotter product formula to estimate the growth of rψ(t), without
invoking the spectral structure of H.

2.1 Anderson Model and Statement of the Problem

Let Ω = ×x∈Zd R denote a probability space equipped with the probability measure dP(ω) =∏
x∈Zd μ(dvx). For each ω ∈ Ω , let Vω be a random-potential multiplication operator on the

lattice Z
d defined as

(Vωϕ)(x) = vω(x)ϕ(x), (2.1)

where {vω(x)}x∈Zd is a collection of independent identically distributed (i.i.d.) random vari-
ables with the single-site probability distribution given by μ(dv). Let H0 denote a discrete
Laplace operator defined on �2(Zd) as

(H0ϕ)(x) := −
∑
|j |=1

ϕ(x + j). (2.2)

Then the Anderson model is a random self-adjoint Schrödinger operator Hω := H0 + Vω on
a Hilbert space H = �2(Zd).

Remark 1 Often the Anderson model is defined as Hω := H0 + λVω, where λ ∈ R is a
coupling constant representing a disorder strength. When proving the upper bound on rψ(t)

for arbitrary disorder is the main objective, it is usually set λ = 1 and assumed that the
single-site distribution has a bounded density μ ∈ L∞(R) ∩ L1(R), with ‖μ‖L1 = 1. In this
case, a disorder strength is defined in terms of ‖μ‖−1∞ .

Let X be a multiplication operator defined as

(Xϕ)(x) = xϕ(x) (2.3)

for ϕ ∈ D(X) ⊂ �2(Zd).

Definition 1 Define

p := i[H0,X], (2.4)

Xω(t) := eitHω Xe−itHω , (2.5)

pω(t) := eitHω pe−itHω . (2.6)
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Explicitly, the operator p is given by

(pϕ)(x) = −i
∑
|j |=1

jϕ(x + j). (2.7)

By definition, rψ(t) = {Eω‖Xω(t)ψ‖2}1/2, so our question is equivalent to whether

1

t
Eω‖Xω(t)ψ‖2 ≤ constant, (2.8)

for ψ ∈ D(X) and large t , where Eω(·) is the expected value taken with respect to dP(ω).

Remark 2 Observations

(i) In this article, the operators H0,p and X do not depend on a realization ω ∈ Ω , while
Vω,Hω,Xω(t) and pω(t) do. Often, we will suppress the ω dependence on these oper-
ators.

(ii) H0 and p are bounded operators on �2(Zd) with ‖H0‖ ≤ 2d and ‖p‖ ≤ √
2d , while X

is not. All of the operators mentioned above are self-adjoint on �2(Zd). In particular,
Xω(t) and pω(t) are also self-adjoint for each t ∈ R; and they are respectively called
the Heisenberg position and momentum operators.

(iii) If V is constant, then H and p commute; hence, the inequality (2.8) is trivially false.
It is also false when V is periodic [7].

(iv) Even though the operator X(t) is unbounded, its derivative p(t) is bounded by
√

2d

uniformly in t . Thus, we can write X(t) in an integral representation as

X(t) = X +
∫ t

0
p(s) ds, (2.9)

where the equality holds on the domain D(X) of X.

2.2 Trotter Product Theorem

A key ingredient in our analysis is the Trotter product theorem which states:

Theorem 2.1 Suppose A and B are self-adjoint operators on a Hilbert space H, and sup-
pose that A + B is self-adjoint (or essentially self-adjoint) on D = D(A) ∩ D(B). Then,

eit (A+B) = lim
N→∞

[
ei t

N
Aei t

N
B
]N

, (2.10)

where the limit is taken in the strong-topology.

Proof The proof of this well-known theorem can be found in, for example, [32]. �

To prove (2.8) via a Trotter product approximation, one naturally asks whether the corre-
sponding statement holds when U(t) := eitH is replaced by UN(t) := [ei t

N
Vei t

N
H0 ]N . This is

the main purpose and content of this article. Here, U∗(t) := e−itH is the adjoint of eitH, thus
will be replaced by U∗

N(t) := [e−i t
N

H0e−i t
N

V]N .
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Definition 2 (Trotter Product Approximations) Define

pN(t) := UN(t)pU∗
N(t), (2.11)

XN(t) := X +
∫ t

0
pN(s) ds. (2.12)

2.3 Main Result

Throughout this article, F and ˆ denote the Fourier transform, while both F−1 and ˇ denote
the inverse Fourier transform. The notation Q = ON(t) means that |Q| ≤ C(N)t , where the
N dependence of the coefficient is not determined. The main result proved in this report can
be stated as follows.

Proposition 1 (Main Result) Let d ≥ 3. Suppose the single-site probability distribution μ is
such that μ̌ ∈ L2(R). For any fixed but arbitrary N < ∞, let XN(t) denote the approximated
position operator defined in (2.12). Then, for large t ,

Eω‖XN(t)δ0‖2 = ON(t).

Remark 3 It should be noted that our technique also yields some bounds in dimensions
d = 1,2 which are worse than ON(t). See Corollary 7 in Appendix B.

Remark 4 The quantities ‖X(t)ψ‖2 and Eω‖X(t)ψ‖2 respectively denote the mean square
distance and the averaged mean square distance of a particle in an initial state ψ up to time t .
In a position space, one can intuitively expect that, for large N (e.g., N > 3), the particle
is experiencing many collisions. Between two collisions, the particle can move freely, but it
changes direction with each collision. This should result in many reflections, hence cancella-
tions from interference, giving rise to a diffusive net effect. The Trotter product approxima-
tion should capture this random-walk-like nature. Since X is unbounded, but p is bounded,
we have chosen to apply the Trotter product formula to p(t) because the convergence is
guaranteed. In addition, using the Newton’s equation before applying the Trotter product
formula to p(t) should give a better approximation. This follows because the p(t) approx-
imation takes into account interactions occurring at all times since there are integrals over
the time, rather than just those at N times with large intervals of free motion in between.

2.3.1 A Remark on Absolutely Continuous Spectrum

In the closing of this section, we remark that while our problem concerns the “fastest” com-
ponent of ψ , it is also interesting to consider the “slowest” component of ψ . In the following
lemma, we prove that when, for some p > 0, |x|p in the “slowest” component of ψ grows
faster than tα, with α > 1/2, then the spectral measure associated with ψ is absolutely con-
tinuous.

Lemma 1 Let 0 < p < ∞. Suppose that ψ ∈ D(|X|p) and that

∥∥∥ 1

〈X〉p e−itHψ

∥∥∥≤ c|t |−α,

for some c > 0 and α > 1/2. Then, the spectral measure μψ associated with ψ is absolutely
continuous.
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Proof By the spectral theorem, (ψ, e−itHψ) = ∫ e−itx dμψ(x) := μ̂ψ(t). Therefore, by the
Schwarz inequality, the assumptions imply that

|μ̂ψ(t)| ≤ ‖〈X〉pψ‖ · c|t |−α ≤ c̃|t |−α,

which implies that μ̂ψ ∈ L2(R). This means dμψ(x) = f (x)dx, for some f ∈ L2(dx).
Therefore, μψ is absolutely continuous with respect to Lebesgue measure. �

3 Equivalent Statements

3.1 Fourier Transform and Spectral Theory

The Fourier transform will be employed on a few occasions. With the spectral theory, we
will utilize the Fourier transform to represent e±itH0 on �2(Zd). On another occasion, the
Fourier transform comes up when we take the expectation Eω(·).

Definition 3 Let μ(dv) denote the single-site probability distribution. Then,

Eω(eitvω ) :=
∫

eitv dμ(v) := μ̌(t). (3.1)

Definition 4 For ϕ ∈ �2(Zd), we define the Fourier transform and its inverse by

ϕ̂(κ) :=
∑
x∈Zd

e−iκ·xϕ(x), (3.2)

ϕ(x) :=
∫

Td

eiκ·xϕ̂(κ) dκ, (3.3)

where dκ is understood as a normalized Lebesgue measure on a d-dimensional torus T
d :=

[−π,π]d .

It turns out that it is more convenient to work in the momentum space rather than in the
position space. The following two lemmas give representations of the considered operators
in the momentum space.

Lemma 2 In the Fourier representation, for ϕ ∈ �2(Zd),

F(H0ϕ)(κ) = ξ(κ)ϕ̂(κ), (3.4)

F(pϕ)(κ) = p(κ)ϕ̂(κ), (3.5)

with

ξ(κ) = −2
d∑

j=1

cos(κj ), (3.6)

p(κ) = 2
d∑

j=1

sin(κj )ej , (3.7)
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where κj denotes the j -th component of κ ∈ T
d , and ej denotes a standard unit vector in

the j -th direction in Z
d .

Proof The proof follows from the definitions. �

Remark 5 Adding the diagonal term 2dI to the free Hamiltonian H0 will not affect p(κ);
however, the free energy function ξ(κ) is translated to ξ̃ (κ) := 2d + ξ(κ).

Remark 6 ξ(κ) can be decomposed into a sum of d identical factors; that is, ξ(κ) =∑d

l=1 ξl(κl), where ξl(x) = −2 cos(x) is the free energy corresponding to the one-
dimensional problem.

Define G±t (κ) := e±itξ(κ). Then, by the spectral theorem,

F(e±itH0ψ)(κ) = G±t (κ)(Fψ)(κ) = G±t (κ)ψ̂(κ). (3.8)

Consequently, e±itH0ψ and pψ can be equivalently expressed as

(e±itH0ψ)(x) =
∫

Td

eiκ·xe±itξ(κ)ψ̂(κ) dκ; (3.9)

(pψ)(x) =
∫

Td

eiκ·x
p(κ)ψ̂(κ) dκ. (3.10)

3.2 Trotter Product Approximation

The finite Trotter approximations to U(t) and U∗(t) are given, respectively, by

UN(t) :=
[
ei t

N
Vei t

N
H0

]N
, (3.11)

U∗
N(t) :=

[
e−i t

N
H0e−i t

N
V
]N

. (3.12)

Applying (2.12) and the Fubini theorem, it follows that

r2
N,ψ(t) := Eω‖XN(t)ψ‖2

= ‖Xψ‖2 +
∫ t

0
Eω

[
(Xψ,pN(s)ψ)

]
ds +

∫ t

0
Eω

[
(pN(u)ψ,Xψ)

]
du

+
∫ t

0

∫ t

0
Eω

[
(ψ,pN(s) · pN(u)ψ)

]
dsdu, (3.13)

for each ψ ∈ D(X).

Remark 7 Since p is bounded,
∣∣∣∣
∫ t

0

∫ t

0
Eω

[
(ψ,pN(s) · pN(u)ψ)

]
dsdu

∣∣∣∣
≤ c2‖p‖2‖ψ‖2 + 2ct‖p‖2‖ψ‖2 +

∣∣∣∣
∫ t

c

∫ t

c

Eω

[
(ψ,pN(s) · pN(u)ψ)

]
dsdu

∣∣∣∣ , (3.14)

for any constant c > 0 and ψ ∈ �2(Zd).
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Remark 8 Since p(t) := s. limN→∞ pN(t),

Eω

(
(ψ,p(s) · p(u)ψ)

)
= Eω

(
lim

N→∞
(ψ,pN(s) · pN(u)ψ)

)

= lim
N→∞

Eω

(
(ψ,pN(s) · pN(u)ψ)

)
,

by Lebesgue’s dominated convergence theorem. As a result, for ψ ∈ D(X),

Eω‖X(t)ψ‖2 = lim
N→∞

Eω‖XN(t)ψ‖2. (3.15)

In accordance with (3.11) and (3.12), for each t ∈ R, let V(t) := eitV and W(t) := eitH0

denote two unitary groups, where V(t) is also a multiplication operator given by

(V(t)ψ)(x) = eitvω(x)ψ(x), (3.16)

for each x ∈ Z
d ,ω ∈ Ω and ψ ∈ �2(Zd). For each ψ ∈ �2(Zd), the Fourier transforms of

W(t)ψ and pψ are given, respectively, in (3.6) and (3.7); however, the Fourier transform of
eitvω(x) does not exist. For x = (x1, . . . , xd) ∈ Z

d , let ‖x‖ =∑d

j=1 |xj | denote a Z
d -norm of

x. For ε > 0 and t ∈ R, let Vε(t) denote a multiplication operator given by

(Vε(t)ψ)(x) := Vt(x)ψ(x)

where

Vt(x) := eitvω(x)e−ε‖x‖ (3.17)

is a function in �2(Zd)∩ �1(Zd) whose Fourier transform exists. Then, the Fourier transform
of Vε(t)ψ is given by

F(Vε(t)ψ)(κ) = F(Vtψ)(κ) =
∫

Td

V̂t (κ − η)ψ̂(η) dη. (3.18)

With s ′ = s/N and u′ = u/N , we can write

Eω

(
(pN(s)ψ,pN(u)ψ)

)
= lim

ε↓0
Eω

(
(ψ, [Vε(s

′)W(s ′)]N p[W(−s ′)Vε(−s ′)]N

× [Vε(u
′)W(u′)]N p[W(−u′)Vε(−u′)]Nψ)

)
. (3.19)

Remark 9

(i) Alternatively, one can first combine the two unitary groups U∗(s)U(u) in the middle
of the product p(s) · p(u) into just one unitary group, e.g. U(u − s), then apply the
Trotter product theorem to the latter. This approach has an advantage that there are fewer
convolutions when we apply the Fourier transform; see (3.20). However, it breaks the
symmetry of s and u, giving rise to a more difficult combinatoric structure, especially
for large N , when we take the expectation Eω(·). See Sect. 3.4.

(ii) One may apply the Trotter product theorem directly to X(t) given by (2.5) in the posi-
tion space. This leads one to study the sum of products of Bessel functions of varying
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orders (which depend on the distance between two lattice points at which the potential
terms V(t) are evaluated). We will see that, in our current setting, the approximated
expected value in (3.19) can be expressed in terms of oscillatory integrals, which in-
deed are equivalent to the sum of the products of the Bessel functions, but appear easier
to estimate than their counterparts in the position space. Moreover, the Trotter prod-
uct approximations directly to X(t) for N = 1 and N = 2 yield Eω‖XN(t)δ0‖2 grows
ballistically like t2, in contrast with those for p(t); see also Sect. 3.7.

Hereafter, we will compute the approximated expectation given by (3.19). To do that, we
need to isolate the potential terms from the free energy terms.

3.3 Expected Value in Momentum Space

Consider the approximated expected value Eω((ψ,pN(s) · pN(u)ψ)) in (3.19). Using con-
volution, the definition of Vt(x) in (3.17), and that the Fourier transform is an isometry on
�2(Zd), we derive the following expressions.

Lemma 3 Let ϕ,ψ denote vectors in �2(Zd), and let κj ∈ T
d , for j = 0,1,2, . . . .

(i) For any integer M ≥ 1,

F

(
[Vε(s)W(s)]Mϕ

)
(κm)

=
∫

Td

V̂s(κm − κm+1)Gs(κm+1)F
([Vε(s)W(s)]M−1ϕ

)
(κm+1) dκm+1

=
∫

(Td )M

[
m+M∏

j=m+1

Gs(κj )V̂s(κj−1 − κj )

]
(Fϕ)(κm+M)

m+M∏
j=m+1

dκj .

(ii) For any integer N ≥ 1,

(ψ,pN(s) · pN(u)ψ)

= (ψ, [Vε(s
′)W(s ′)]N p[W(−s ′)Vε(−s ′)]N

× [Vε(u
′)W(u′)]N p[W(−u′)Vε(−u′)]Nψ)

=
∫

(Td )4N+1

[
4N−1∏
j=1

j �=N,2N,3N

Gtj (κj )

]
p(κN) · p(κ3N)

[
4N∏
j=1

V̂tj (κj−1 − κj )

]

× ψ̂(κ0)ψ̂(κ4N)

4N∏
j=0

dκj , (3.20)

where

tj =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

s ′ if 1 ≤ j ≤ N,

−s ′ if N + 1 ≤ j ≤ 2N,

u′ if 2N + 1 ≤ j ≤ 3N,

−u′ if 3N + 1 ≤ j ≤ 4N.

(3.21)



1140 S. Suwanna

Proof The identity (i) follows from the definition of convolution and an induction argument.
By applying (i), we derive (ii) below.

(ψ,pN(s) · pN(u)ψ)

= (ψ, [Vε(s
′)W(s ′)]N p[W(−s ′)Vε(−s ′)]N · [Vε(u

′)W(u′)]N p[W(−u′)Vε(−u′)]Nψ)

=
∫

Td

ψ̂(κ0)F
[
[Vε(s

′)W(s ′)]N p[W(−s ′)Vε(−s ′)]N

× [Vε(u
′)W(u′)]N p[W(−u′)Vε(−u′)]Nψ

]
(κ0) dκ0

=
∫

(Td )N+1
ψ̂(κ0)

N∏
j=1

[
Gs′(κj )V̂s′(κj−1 − κj )

]
F

[
p[W(−s ′)Vε(−s ′)]N

× [Vε(u
′)W(u′)]N p[W(−u′)Vε(−u′)]Nψ

]
(κN)

N∏
j=0

dκj

=
∫

(Td )N+1
ψ̂(κ0)

N∏
j=1

[
Gs′(κj )V̂s′(κj−1 − κj )

]
p(κN)G−s′(κN)F

[
[Vε(−s ′)W(−s ′)]N−1

× Vε(−s ′) · [Vε(u
′)W(u′)]N p[W(−u′)Vε(−u′)]Nψ

]
(κN)

N∏
j=0

dκj

=
∫

(Td )2N

ψ̂(κ0)

N∏
j=1

[
Gs′(κj )V̂s′(κj−1 − κj )

]
p(κN)G−s′(κN)

×
2N−1∏

j=N+1

[
G−s′(κj )V̂−s′(κj−1 − κj )

]

× F

[
Vε(−s ′) · [Vε(u

′)W(u′)]N p[W(−u′)Vε(−u′)]Nψ
]
(κ2N−1)

2N−1∏
j=0

dκj

=
∫

(Td )2N+1
ψ̂(κ0)

N∏
j=1

[
Gs′(κj )V̂s′(κj−1 − κj )

]
p(κN)G−s′(κN)

×
2N−1∏

j=N+1

[
G−s′(κj )V̂−s′(κj−1 − κj )

]

× V̂−s′(κ2N−1 − κ2N) · F
[
[Vε(u

′)W(u′)]N p[W(−u′)Vε(−u′)]Nψ
]
(κ2N)

2N∏
j=0

dκj

=
∫

(Td )2N+1
ψ̂(κ0)

N−1∏
j=1

Gs′(κj )

2N−1∏
j=N+1

G−s′(κj )

N∏
j=1

V̂s′(κj−1 −κj )

2N∏
j=N+1

V̂−s′(κj−1 −κj )p(κN)
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× F

[
[Vε(u

′)W(u′)]N p[W(−u′)Vε(−u′)]Nψ
]
(κ2N)

2N∏
j=0

dκj

=
∫

(Td )4N+1
ψ̂(κ0)

N−1∏
j=1

Gs′(κj )

2N−1∏
j=N+1

G−s′(κj )

N∏
j=1

V̂s′(κj−1 − κj )

×
2N∏

j=N+1

V̂−s′(κj−1 − κj )p(κN)

3N−1∏
j=2N+1

Gu′(κj )

3N∏
j=2N+1

V̂u′(κj )p(κ3N)

4N−1∏
3N+1

G−u′(κj )

×
4N∏

j=3N+1

V̂−u′(κj )ψ̂(κ4N)

4N∏
j=0

dκj .

The resulting equation (3.20) is obtained by collecting the potential terms and the free energy
terms, while noting the definition of tj . �

We note that Gs′(κN),G−s′(κ2N),Gu′(κ3N) and G−u′(κ4N) are absent on the right-
hand side of (3.20) because Gs′(κN) and G−s′(κN) cancel each other, as do Gu′(κ3N) and
G−u′(κ3N), while G−s′(κ2N) and G−u′(κ4N) never appear. For compact notation, we define

Ψ (κN, κ3N) := p(κN) · p(κ3N) = 4
d∑

l=1

sin(κN,l) sin(κ3N,l), (3.22)

where κN,l is the l-th component of κN ∈ T
d . Moreover, let

F (N,κ) = 1

N

(
N−1∑
j=1

ξ(κj ) −
2N−1∑

j=N+1

ξ(κj )

)
, (3.23)

G(N,κ) = 1

N

(
3N−1∑

j=2N+1

ξ(κj ) −
4N−1∑

j=3N+1

ξ(κj )

)
, (3.24)

with κ = (κ0, κ1, . . . , κ4N), where κj ∈ T
d for each j = 0,1, . . . ,4N . Then,

4N−1∏
j=1

j �=N,2N,3N

Gtj (κj ) = eisF (N,κ)eiuG(N,κ). (3.25)

Whether or not Anderson localization is exhibited depends on the choice of the initial
state ψ and the strength of disorder, as earlier indicated. It should be emphasized that, even at
weak disorder, if ψ lies in the spectral subspace associated with band-edges, then Anderson
localization has been proved in the spectral approach [2, 7, 15, 16, 18, 22, 27, 29, 36]. For
large disorder or energies near the band edge, it has been shown that r2

ψ(t) is uniformly
bounded in t with probability one [15, 16, 28]. Generally, (1.1) is studied when the initial
wave function ψ is well localized in the space and energy support. In this work, we consider
the initial state ψ that is spectrally spread out and would like to capture the fast component
of rψ(t). For our purpose, we will take ψ = δ0. With the application of Lemma 3 and Fubini
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theorem, we obtain

Eω(δ0,pN(s) · pN(u)δ0) = lim
ε↓0

∫
(Td )4N+1

eisF (N,κ)eiuG(N,κ)Ψ (κN, κ3N)

× Eω

⎡
⎣ 4N∏

j=1

V̂tj (κj−1 − κj )

⎤
⎦ d4N+1κ . (3.26)

As a result, we obtain

r2
N,δ0

(t) := Eω‖XN(t)δ0‖2 =
∫ t

0

∫ t

0
lim
ε↓0

∫
(Td )4N+1

eisF (N,κ)eiuG(N,κ)Ψ (κN, κ3N)

× Eω

⎡
⎣ 4N∏

j=1

V̂tj (κj−1 − κj )

⎤
⎦ d4N+1κ dsdu. (3.27)

If V ≡ 0, then by (3.17), Vt(x) = e−ε‖x‖ independent of t . Thus, by Lemma 17,

‖XN(t)δ0‖2 =
∫ t

0

∫ t

0

∫
(Td )4N+1

eisF (N,κ)eiuG(N,κ)Ψ (κN, κ3N)

×
4N∏
j=1

δ(κj−1 − κj ) d4N+1κ dsdu

=
∫ t

0

∫ t

0

∫
Td

Ψ (κ0, κ0) dκ0dsdu

=
∫ t

0

∫ t

0

∫
Td

4
d∑

j=1

sin2(κ0,j )

d∏
j=1

dκ0,j

= (2d)t2 := ‖pδ0‖2t2,

independent of N . The same statement holds when V is any constant multiplication opera-
tor, consistent with the fact that, under this assumption, H and p commute, so ‖X(t)δ0‖2 =
‖pδ0‖2t2 trivially. In general, we must compute Eω[∏4N

j=1 V̂tj (κj−1 − κj )]. This task is com-
plicated by the fact that the terms in the product need not be independent. A basic idea is to
write the above product as the sum of products of independent potential terms. We follow
the approach of [8] and use the combinatoric structure described below to accomplish this
task.

3.4 Combinatorics

For a fixed but arbitrary N < ∞, let

S =
{

1,2, . . . ,4N − 1,4N
}
.

Definition 5 A partition π of the set S is a family of pairwise disjoint nonempty sets,
denoted by π = {S1, S2, . . . , Sm}, such that

⋃m

l=1 Sl = S.
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Definition 6 As in [8], π = {S1, S2, . . . , Sm} is called a partition of length m, and a subset Sl

is called a block of π . The length of π is often denoted by |π |, and the size, i.e. cardinality,
of a block Sl is denoted by |Sl|.

It is important that we consider only distinct partitions. To do this, we always order the
blocks Sl by their minimal elements σ(l) := min{q : q ∈ Sl}. For our purpose, we can also
order the elements in each block. For examples, π = {{1,2,3,4}} or π = {{1,4}, {2,3}}
when N = 1.

Definition 7 Two partitions π = {S1, S2, . . . , Sm} and π ′ = {S ′
1, S

′
2, . . . , S

′
m′ } are the same if

m = m′ and Sj = S ′
j for each 1 ≤ j ≤ m.

Definition 8 Let P be the collection of distinct partitions of the set S.

Definition 9 A partition π ′ = {S ′
1, . . . ,S

′
m′ } is a refinement of a partition π = {S1, S2, . . . ,Sm}

if (i) m′ > m, and (ii) each S ′
j , for 1 ≤ j ≤ m′, is a subset of some Sl , for 1 ≤ l ≤ m. In this

case, we say that π ′ is a subpartition of π and denote this relationship by π ′ ≺ π . Equiva-
lently, we say that π is a superpartition of π ′, which will be denoted by π � π ′.

Example 3.1 For N = 2, π1 = {{1,2}, {3,4}, {5,6,7,8}} is a subpartition of π =
{{1,2,3,4}, {5,6,7,8}}, while π2 = {{1,5}, {2,6,7,8}, {3,4}} is not.

Notation 1 We adopt the following notations:

ζj := κj−1 − κj for j = 0, . . . ,4N, with κ−1 = 0,

nS := {nj : j ∈ S},
δ(nS) :=

∑
x∈Zd

∏
j∈S

δx,nj
for each S ⊂ S,

μ̌(S) := μ̌

(∑
l∈S

tl

)
for each S ⊂ S, where tl is given by (3.21),

μ̌π (s, u) :=
m∏

l=1

μ̌(Sl) for π = {S1, S2, . . . , Sm}.

In words, δ(nS) is equal to one if all nj ’s are equal for all j ∈ S and zero otherwise. To be
precise with the subsets of π , we write π := {S1(π), S2(π), . . . , S|π |(π)}. With the above
notations, we can write

κj = −
j∑

l=0

ζl, (3.28)

Eω

⎡
⎣ 4N∏

j=1

V̂tj (κj−1 − κj )

⎤
⎦ = Eω

⎡
⎣ 4N∏

j=1

V̂tj (ζj )

⎤
⎦ . (3.29)
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Lemma 4 For each (n1,n2, . . . ,n4N) ∈ (Zd)4N ,

1 =
∑
π∈P

π={S1(π),...,S|π |(π)}

|π |∏
l=1

δ(nSl(π))
∏

1≤i<j≤|π |
(1 − δnSi (π),nSj (π)

), (3.30)

where Si(π) and Sj (π) are disjoint if i �= j .

Proof Let n1,n2, . . . ,n4N denote 4N lattice points in Z
d which can be the same or different,

and let S = {1, . . . ,4N}. We observe that each term in the sum on the right-hand side of
(3.30) is either zero or one. It suffices to prove that there is exactly one partition associated
with which the two products are both equal to one. To that end, we remark that such a
partition π is formed by putting all the indices (i.e., elements in S) which correspond to the
same lattice point into the same set. �

Lemma 5

Eω

⎧⎨
⎩

4N∏
j=1

V̂tj (ζj )

⎫⎬
⎭ =

∑
n1

. . .
∑
n4N

⎡
⎣ 4N∏

j=1

e−iζj ·nj e−ε‖nj ‖

⎤
⎦ ∑

π∈P
π={S1(π),...,S|π |(π)}

μ̌π (s, u)

×
|π |∏
l=1

δ(nSl (π))
∏

1≤i<j≤|π |
(1 − δnSi (π),nSj (π)

). (3.31)

Proof Using (3.30),

Eω

{
4N∏
j=1

V̂tj (ζj )

}
= Eω

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
∑

n1

. . .
∑
n4N︸ ︷︷ ︸

4N sums

[
4N∏
j=1

e−iζj ·nj eitj vω(nj )e−ε‖nj ‖
]
⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭

=
∑

n1

. . .
∑
n4N

[
4N∏
j=1

e−iζj ·nj e−ε‖nj ‖
]

Eω

[
4N∏
j=1

eitj vω(nj )

]

=
∑

n1

. . .
∑
n4N

[
4N∏
j=1

e−iζj ·nj e−ε‖nj ‖
]

Eω

[
4N∏
j=1

eitj vω(nj )

×
∑
π∈P

π={S1(π),...,S|π |(π)}

|π |∏
l=1

δ(nSl(π))
∏

1≤i<j≤|π |
(1 − δnSi (π),nSj (π)

)

]

=
∑

n1

. . .
∑
n4N

⎡
⎣ 4N∏

j=1

e−iζj ·nj e−ε‖nj ‖

⎤
⎦

×
∑
π∈P

π={S1(π),...,S|π |(π)}

Eω

[ |π |∏
k=1

e
i(
∑

l∈Sk (π) tl )vω(nσ(l))

|π |∏
k=1

δ(nSk(π))
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×
∏

1≤i<j≤|π |
(1 − δnSi (π),nSj (π)

)

]

=
∑

n1

. . .
∑
n4N

⎡
⎣ 4N∏

j=1

e−iζj ·nj e−ε‖nj ‖

⎤
⎦
{ ∑

π∈P
π={S1(π),...,S|π |(π)}

|π |∏
k=1

μ̌
(
Sk(π)

)

×
|π |∏
k=1

δ(nSk(π))
∏

1≤i<j≤|π |
(1 − δnSi (π),nSj (π)

)

}
,

where the last equality follows from (3.1). �

Example 3.2 If all points in the potential terms are the same, i.e., π = {{1,2,3, . . . ,4N}} :=
{S1(π)}, then by the definition of tj in (3.21),

μ̌π (s, u) = μ̌(S1(π)) = μ̌

(
4N∑
j=1

tj

)
= μ̌(0) ≡ 1.

In this case, we do not get any decay from the potential terms. In particular, the contribution
from this partition to Eω‖XN(t)δ0‖2 (see (3.23), (3.24), and (3.27)) is given by

∫ t

0

∫ t

0
lim
ε↓0

∫
(Td )4N+1

eisF (N,κ)eiuG(N,κ)Ψ (κN, κ3N)

×
∑

n1,...,n4N

4N∏
j=1

e−iζj ·nj e−ε‖nj ‖δ(nS1(π)) d4N+1κ dsdu

=
∫ t

0

∫ t

0
lim
ε↓0

∫
(Td )4N+1

eisF (N,κ)eiuG(N,κ)Ψ (κN, κ3N)

×
∑

n

e−i(ζ1+...+ζ4N )·ne−4Nε‖n‖ d4N+1κ dsdu

=
∫ t

0

∫ t

0

∫
(Td )4N+1

eisF (N,κ)eiuG(N,κ)Ψ (κN, κ3N)δ(ζ1 + . . . + ζ4N)d4N+1κ dsdu

=
∫ t

0

∫ t

0

∫
(Td )4N+1

eisF (N,κ)eiuG(N,κ)Ψ (κN, κ3N)δ(κ0 − κ4N)d4N+1κ dsdu,

by Lemma 17. Since Ψ (κN, κ3N) in (3.22) is an odd function of κN and κ3N , it follows that
the last integral is identically zero; hence, this partition does not make any contribution to
Eω‖XN(t)δ0‖2.

On the other extreme, if all of the potential points are distinct, i.e., π = {{1},
{2}, . . . , {4N}}, then

∏
1≤i<j≤m

(1 − δnSi (π),nSj (π)
) = 1.
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Hence, by Lemma 17 and (3.31), a contribution from this partition to Eω‖XN(t)δ0‖2 is

∫ t

0

∫ t

0

∫
(Td )4N+1

eisF (N,κ)eiuG(N,κ)Ψ (κN, κ3N)|μ̌(s ′)|2N |μ̌(u′)|2N

4N∏
j=1

δ(κj−1 −κj )d
4N+1κ dsdu,

where F (N,κ), G(N,κ) and Ψ (κN, κ3N) are given in (3.23), (3.24) and (3.22), respectively.
After integrating over the delta functions, the contribution is precisely

(∫
Td

Ψ (κ0, κ0) dκ0

)∫ t

0

∫ t

0
|μ̌(s ′)|2N |μ̌(u′)|2N dsdu = ‖pδ0‖2N2

∣∣∣∣
∫ t/N

0
|μ̌(w)|2N dw

∣∣∣∣
2

.

From this we can explore assumptions on μ̌ such that the last integral is at worst ON(
√

t),
for large t . In this example, μ̂ ∈ L2(R) is sufficient.

3.5 Expansion

The finiteness of N allows us to expand the products of the delta functions on the right-hand
side of (3.31). We follow the approach of [8], but need to keep track of μ̌π (s, u). As in [8],
we observe that

δ(nSi (π))δ(nSj (π))δnSi (π),nSj (π)
= δ(nSi (π)∪Sj (π)). (3.32)

For this reason, we will call δnSi (π),nSj (π)
the link of Si(π) and Sj (π), and use it to expand

|π |∏
l=1

δ(nSl(π))
∏

1≤i<j≤|π |
(1 − δnSi (π),nSj (π)

). (3.33)

Lemma 6

∑
π∈P

μ̌π (s, u)

|π |∏
l=1

δ(nSl(π))
∏

1≤i<j≤|π |
(1 − δnSi (π),nSj (π)

) =
∑
π∈P

Ǔπ (s, u)

|π |∏
l=1

δ(nSl(π)), (3.34)

where

Ǔπ (s, u) =
∑

π ′ :π ′≺π

(−1)|π ′ |−|π |nπ,π ′ μ̌π ′(s, u), (3.35)

for some positive integer nπ ′,π .

Proof For a fixed partition π = {S1(π), S2(π), . . . , Sm(π)} ∈ P with |π | = m, consider

μ̌π (s, u)

m∏
l=1

δ(nSl(π))
∏

1≤i<j≤m

(1 − δnSi (π),nSj (π)
)
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on the left-hand side of (3.34). First, we will expand the second product of the delta func-
tions. For this, we note that the subsets Sl(π) (and their elements) are ordered so that

1 = nσ(1) < nσ(2) < . . . < nσ(m),

where σ(i) := min{q : q ∈ Si}. For 1 ≤ i < j ≤ m, let εij ∈ {0,1}, and let rij := δnSi (π),nSj (π)

denote a link between Si(π) and Sj (π). Let |ε| :=∑1≤i<j≤m εij . Then,

∏
1≤i<j≤m

(1 − δnSi (π),nSj (π)
) :=

∏
1≤i<j≤m

(1 − rij )

=
∑
{εij }

(−1)|ε| ∏
1≤i<j≤m

r
εij

ij ,

where the summation is taken over all possible configurations of {εij }. Note that there are
(m/2)(m − 1) terms in the last product; hence, there are 2m(m−1)/2 possible configurations
of {εij }. Moreover, each configuration determines a product of delta functions which carry
out the instruction how to “join” the subsets using

δ(nSi (π))δ(nSj (π))δnSi (π),nSj (π)
= δ(nSi (π)∪Sj (π)).

However, two products of delta functions can result in the same outcome. For instance,
r1,2r1,3 and r1,3r2,3 both “combine” subsets S1(π), S2(π) and S3(π) into a bigger set S1(π)∪
S2(π) ∪ S3(π). Then,

μ̌π (s, u)

m∏
l=1

δ(nSl(π))
∏

1≤i<j≤m

(1 − δnSi (π),nSj (π)
)

= μ̌π (s, u)

m∏
l=1

δ(nSl (π))
∑
{εij }

(−1)|ε| ∏
1≤i<j≤m

r
εij

ij

= μ̌π (s, u)

m∏
l=1

δ(nSl (π)) + μ̌π (s, u)
∑

{εij }\{0,0,..,0}
(−1)|ε|

m∏
l=1

δ(nSl (π))
∏

1≤i<j≤m

r
εij

ij ,

where the last summation does not include the configuration where all εij are zero.
Next, if π̃ is a superpartition of π , then there exists at least one configuration of {εij }

which “connects” π and π̃ . Also note that |ε| basically counts the number of links between
π and π̃ ; thus, |ε| = |π | − |π̃ |. Therefore, the last sum can be expressed as

μ̌π (s, u)
∑

π̃ :π̃�π
π̃ �=π

(−1)|π |−|π̃ |nπ̃,π

|π̃ |∏
l=1

δ(nSl (π̃)),

where nπ̃,π denotes the number of ways to “reconstruct” π̃ from π . As a result,

μ̌π (s, u)

m∏
l=1

δ(nSl(π))
∏

1≤i<j≤m

(1−δnSi (π),nSj (π)
) = μ̌π (s, u)

∑
π̃ :π̃�π

(−1)|π |−|π̃ |nπ̃,π

|π̃ |∏
l=1

δ(nSl (π̃)).

(3.36)
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Finally, the sum on the left-hand side of (3.34) can be written as

∑
π∈P

μ̌π (s, u)

|π |∏
l=1

δ(nSl(π))
∏

1≤i<j≤|π |
(1 − δnSi (π),nSj (π)

)

=
∑
π∈P

μ̌π (s, u)
∑

π̃ :π̃�π

(−1)|π |−|π̃ |nπ̃,π

|π̃ |∏
l=1

δ(nSl (π̃))

=
∑
π̃∈P

( ∑
π :π≺π̃

(−1)|π |−|π̃ |nπ̃,π μ̌π (s, u)

) |π̃ |∏
l=1

δ(nSl (π̃))

=
∑
π̃∈P

Ǔπ̃ (s, u)

|π̃ |∏
l=1

δ(nSl (π̃))

=
∑
π∈P

Ǔπ (s, u)

|π |∏
l=1

δ(nSl (π)),

where Ǔπ (s, u) is precisely as given in (3.35). �

Remark 10 We point out that, in (3.35), π may have a subpartition π ′ such that
μ̌π ′(s, u) ≡ 1. For example, π = {{1,2,3,4}} and π = {{1,2}, {3,4}} when N = 1. See
Example 3.3, Lemma 11, and Corollary 2.

Corollary 1

Eω

⎧⎨
⎩

4N∏
j=1

V̂tj (ζj )

⎫⎬
⎭ =

∑
n1

. . .
∑
n4N

⎡
⎣ 4N∏

j=1

e−iζj ·nj e−ε‖nj ‖

⎤
⎦

×
∑
π∈P

π={S1(π),...,S|π |(π)}

Ǔπ (s, u)

|π |∏
l=1

δ(nSl(π)), (3.37)

where Ǔπ (s, u) is given by (3.35).

Proof Combine results from Lemmas 5 and 6. �

Lemma 7 With ζj = κj−1 − κj ∈ T
d and κ = (κ0, . . . , κ4N),

Eω‖XN(t)δ0‖2 =
∫ t

0

∫ t

0

∑
π∈P

Ǔπ (s, u)

∫
(Td )4N+1

eisF (N,κ)eiuG(N,κ)Ψ (κN, κ3N)

×
|π |∏
l=1

δ

( ∑
j∈Sl (π)

ζj

)
d4N+1κ dsdu. (3.38)
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Proof By (3.27) and Corollary 1,

Eω‖XN(t)δ0‖2

=
∫ t

0

∫ t

0
lim
ε↓0

∫
(Td )4N+1

eisF (N,κ)eiuG(N,κ)Ψ (κN, κ3N)

× Eω

⎡
⎣ 4N∏

j=1

V̂tj (ζj )

⎤
⎦ d4N+1κ dsdu

=
∫ t

0

∫ t

0

∑
π∈P

Ǔπ (s, u) lim
ε↓0

∫
(Td )4N+1

eisF (N,κ)eiuG(N,κ)Ψ (κN, κ3N)

×
∑

n1

. . .
∑
n4N

⎡
⎣ 4N∏

j=1

e−iζj ·nj e−ε‖nj ‖
|π |∏
l=1

δ(nSl(π))

⎤
⎦ d4N+1κ dsdu

=
∫ t

0

∫ t

0

∑
π∈P

Ǔπ (s, u) lim
ε↓0

∫
(Td )4N+1

eisF (N,κ)eiuG(N,κ)Ψ (κN, κ3N)

×
|π |∏
l=1

(∑
nσ(l)

e
−inσ(l)·(

∑
j∈Sl (π) ζj )

e−ε|Sj (π)|‖nσ(l)‖
)

d4N+1κ dsdu

=
∫ t

0

∫ t

0

∑
π∈P

Ǔπ (s, u)

∫
(Td )4N+1

eisF (N,κ)eiuG(N,κ)Ψ (κN, κ3N)

×
|π |∏
l=1

δ
( ∑

j∈Sl (π)

ζj

)
d4N+1κ dsdu,

where the last equality holds by Lemma 17. �

Notation 2 We introduce the following convenient notations:

ζ := (ζ0, ζ1, . . . , ζ4N) := (ζ0, ζ �), (3.39)

ζ i := (ζ0,i , ζ1,i , . . . , ζ4N,i) := (ζ0,i , ζ �,i ), for 1 ≤ i ≤ d, (3.40)

Kπ(ζ �) :=
|π |∏
k=1

δ
( ∑

j∈Sk(π)

ζj

)
, (3.41)

K̃π (ζ �,i ) :=
|π |∏
k=1

δ
( ∑

j∈Sk(π)

ζj,i

)
, (3.42)

where ζj ∈ T
d , for each j = 0,1, . . . ,4N , and ζj,l is the l-component of ζj . Here, it should

be cautioned that ζ l is not ζl . In fact, for each l = 1, . . . , d , ζ l ∈ T
4N+1, and its n-th com-

ponent is (ζ l )n = ζn,l for n = 0, . . . ,4N . The arguments of the delta functions in (3.41)
are d-dimensional vectors, whereas those in (3.42) are one dimensional. Thus, Kπ(ζ �) and
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K̃π (ζ �,i ) are related by

Kπ(ζ �) =
d∏

i=1

K̃π (ζ �,i ).

When d = 1, so that ζj ∈ T for each 0 ≤ j ≤ 4N , we put ζ := ζ 1 = ζ .

We refer to Kπ(ζ �) as the integration kernel associated with π . For each partition π , the
arguments of the delta functions in Kπ(ζ �) define a homogeneous system of linear equations
in which each ζj , for 1 ≤ i ≤ 4N , appears exactly once with coefficient one, but ζ0 never
appears. Hence, each κj , for 1 ≤ j ≤ 4N − 1, appears exactly twice with opposite signs,
but κ0 appears once with a plus sign, and κ4N appears once with a minus sign. Though
they are interchangeable, we will work with ζ0, . . . , ζ4N ∈ T

d as our variables rather than
κ0, . . . , κ4N . For each π , there are d|π | constraint equations which define a subspace in
(Rd)4N+1. Because our underlying space is (Td)4N+1 rather than (Rd)4N+1, we say that two
sets of constraint equations are equivalent if they determine the same affine subspace of
(Rd)4N+1 modulo 2π .

With notations in (3.28) and (3.39), we can rewrite F (N,κ) in (3.23) and G(N,κ) in
(3.24) in terms of ζ as

F̃ (N, ζ ) = 1

N

(
N−1∑
j=1

ξ(ζ0 + ζ1 + . . . + ζj ) −
2N−1∑

j=N+1

ξ(ζ0 + ζ1 + . . . + ζj )

)
, (3.43)

G̃(N, ζ ) = 1

N

(
3N−1∑

j=2N+1

ξ(ζ0 + ζ1 + . . . + ζj ) −
4N−1∑

j=3N+1

ξ(ζ0 + ζ1 + . . . + ζj )

)
. (3.44)

Furthermore,

Ψ (κN, κ3N) = Ψ (−ζ0 − . . . − ζN ,−ζ0 − . . . − ζ3N)

= Ψ (ζ0 + . . . + ζN , ζ0 + . . . + ζ3N)

= 4
d∑

j=1

sin(ζ0,j + . . . + ζN,j ) sin(ζ0,j + . . . + ζ3N,j ). (3.45)

3.6 Equivalent Statements

Using (3.41) and (3.43)—(3.45), Eω‖XN(t)δ0‖2 in Lemma 7 can be equivalently expressed
as

Eω‖XN(t)δ0‖2 =
∑
π∈P

∫ t

0

∫ t

0
Ǔπ (s, u)

∫
(Td )4N+1

eisF̃ (N,ζ )eiuG̃(N,ζ )

× Ψ
(
ζ0 + ζ1 + . . . + ζN , ζ0 + ζ1 + . . . + ζ3N

)
Kπ(ζ �) dζ dsdu. (3.46)

From the definition of the free energy terms in Remark 6, both functions F̃ (N, ζ ) and
G̃(N, ζ ) can be separated into a sum of d terms, each of which corresponds to a one-
dimensional problem. That is,

F̃ (N, ζ ) =
d∑

l=1

fl(N, ζ l ),

G̃(N, ζ ) =
d∑

l=1

gl(N, ζ l ),
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where, for each l = 1, . . . , d ,

fl(N, ζ l ) = − 2

N

(
N−1∑
j=1

cos(ζ0,l + . . . + ζj,l) −
2N−1∑

j=N+1

cos(ζ0,l + . . . + ζj,l)

)
, (3.47)

gl(N, ζ l ) = − 2

N

(
3N−1∑

j=2N+1

cos(ζ0,l + . . . + ζj,l) −
4N−1∑

j=3N+1

cos(ζ0,l + . . . + ζj,l)

)
. (3.48)

Combined with (3.42), this implies that

Lemma 8∫
(Td )4N+1

eisF̃ (N,ζ )eiuG̃(N,ζ )Ψ (ζ0 + ζ1 + . . . + ζN , ζ0 + ζ1 + . . . + ζ3N)Kπ(ζ �) dζ

= (4d)Ξπ(s,u)
[
Λπ(s,u)

]d−1
, (3.49)

where

Ξπ(s,u) :=
∫

T4N+1
eisf1(N,ζ 1)eiug1(N,ζ 1) sin(ζ0,1 + ζ1,1 + . . . + ζN,1)

× sin(ζ0,1 + ζ1,1 + . . . + ζ3N,1)K̃π (ζ �,1) dζ 1, (3.50)

and

Λπ(s,u) :=
∫

T4N+1
eisf1(N,ζ 1)eiug1(N,ζ 1)K̃π (ζ �,1) dζ 1. (3.51)

Proof
∫

(Td )4N+1
eisF̃ (N,ζ )eiuG̃(N,ζ )Ψ (ζ0 + ζ1 + . . . + ζN , ζ0 + ζ1 + . . . + ζ3N)Kπ(ζ �) dζ dsdu

=
∫

(Td )4N+1
eisF̃ (N,ζ )eiuG̃(N,ζ )

[
4

d∑
l=1

sin(ζ0,l + ζ1,l + . . . + ζN,l)

× sin(ζ0,l + ζ1,l + . . . + ζ3N,l)

]
d∏

l=1

K̃π (ζ �,l)

d∏
l=1

dζ l ,

= 4
d∑

l=1

∫
(Td )4N+1

d∏
j=1

[
eisfj (N,ζ j )eiugj (N,ζ j )

]
sin(ζ0,l + ζ1,l + . . . + ζN,l)

× sin(ζ0,l + ζ1,l + . . . + ζ3N,l)

d∏
j=1

K̃π (ζ �,j )

d∏
j=1

dζ j

= 4
d∑

l=1

(∫
T4N+1

eisfl (N,ζ l )eiugl (N,ζ l ) sin(ζ0,l + ζ1,l + . . . + ζN,l)

× sin(ζ0,l + ζ1,l + . . . + ζ3N,l)K̃π (ζ �,l) dζ l

)
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×
d∏

q=1
q �=l

[∫
T4N+1

eisfq (N,ζ q )eiugq (N,ζ q )K̃π (ζ �,q) dζ q

]

:= 4d Ξπ(s,u)

d−1∏
l=1

Λπ,l(s, u),

where

Ξπ(s,u) :=
∫

T4N+1
eisf1(N,ζ 1)eiug1(N,ζ 1) sin(ζ0,1 + ζ1,1 + . . . + ζN,1)

× sin(ζ0,1 + ζ1,1 + . . . + ζ3N,1)K̃π (ζ �,1) dζ 1,

Λπ,l(s, u) :=
∫

T4N+1
eisfl (N,ζ l )eiugl (N,ζ l )K̃π (ζ �,l) dζ l .

Since all fl(N, ζ l ), respectively all gl(N, ζ l ), have the same structure, it follows that all
Λπ,l(s, u) are identical, hence

∏d−1
l=1 Λπ,i(s, u) = Λπ(s,u)d−1, which proves the lemma. �

Therefore, we can write Eω‖XN(t)δ0‖2 in (3.46) differently but equivalently as

Eω‖XN(t)δ0‖2 = (4d)
∑
π∈P

∫ t

0

∫ t

0
Ǔπ (s, u)Ξπ(s, u)

[
Λπ(s,u)

]d−1
dsdu. (3.52)

For each π ∈ P , we define the amplitude Aπ(t) and the free decay Γπ(t) of the wave
function corresponding to the partition π as

Aπ(t) :=
∫ t

0

∫ t

0

∫
(Td )4N+1

Ǔπ (s, u) eisF̃ (N,ζ )eiuG̃(N,ζ ) ×

× Ψ (ζ0 + ζ1 + . . . + ζN , ζ0 + ζ1 + . . . + ζ3N)Kπ(ζ �) dζ dsdu (3.53)

= (4d)

∫ t

0

∫ t

0
Ǔπ (s, u)Ξπ(s, u)

[
Λπ(s,u)

]d−1
dsdu, (3.54)

Γπ(t) :=
∫ t

0

∫ t

0

∫
(Td )4N+1

eisF̃ (N,ζ )eiuG̃(N,ζ )

× Ψ (ζ0 + ζ1 + . . . + ζN , ζ0 + ζ1 + . . . + ζ3N)Kπ(ζ �) dζ dsdu (3.55)

= (4d)

∫ t

0

∫ t

0
Ξπ(s,u)

[
Λπ(s,u)

]d−1
dsdu. (3.56)

Therefore, since N is finite, the proof of Proposition 1 is reduced to showing that
|Aπ(t)| = ON(t) for each π ∈ P when d ≥ 3 and μ̌ ∈ L2(R). This depends on the struc-
ture of π , i.e., the constraint equations are governed by Kπ(ζ �). Aπ(t) (resp. Γπ(t)) is an
oscillatory integral whose two phases are given as sums of cosines. Consequently, after
Kπ(ζ �) is integrated out, it is very difficult to explicitly describe the set of critical points,
from which one expects a main contribution to the leading term of Aπ(t) in (3.53) (resp.
that of Γπ(t) in (3.55)). We will consider Aπ(t) and Γπ(t) in details in Sect. 4. We close this
section with some examples of computations for small values of N .
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3.7 Trotter Product Approximations to p(t) for N = 1 and N = 2

Example 3.3 For N = 1, there are 15 partitions in P , see Table 1. For each π ∈ P , define

cπ (t) :=
∫ t

0

∫ t

0
|μ̌π (s, u)|dsdu.

Suppose μ̌ ∈ L2(R), then, for each π ∈ P , μ̌π (s, u) and the corresponding bound of cπ (t)

are listed in Table 1 below. When computing the upper bound for cπ (t), it is useful to note
that ‖μ̌‖∞ ≤ μ̌(0) = 1 and that, by the Schwarz inequality,

∫ a

0
|μ̌(x)|dx ≤ √

a‖μ̌‖2, (3.57)

for any a ≥ 0.
From Table 1, we learn that if π is such that

∑
j∈Sl (π) tj �≡ 0 for some block Sl(π)

of π , i.e., μ̌π (s, u) �≡ 1, then |cπ (t)| = O(t) as long as μ̌ ∈ L2(R). On the other hand,
if μ̌(s, u) ≡ 1, then we need to show that the oscillatory integral

Γπ(t) = (4d)

∫ t

0

∫ t

0
Ξπ(s,u)

[
Λπ(s,u)

]d−1
dsdu

cannot grow faster than O(t), for large t . In a couple of cases in this example, i.e.,
π1 = {{1,2,3,4}} and π2 = {{1,2}, {3,4}}, we can show that Ξπ(s,u) ≡ 0. Thus, these
two partitions yield Aπ(t) ≡ 0 and do not contribute to Eω‖XN(t)δ0‖2. For each remaining
partition π ∈ P \ {π1,π2}, we want to estimate Aπ(t). To that end, recall the definition of

Table 1 Example Case N = 1

Partitions Expectations Upper bound of cπ (t)

{1,2,3,4} μ̌π (s, u) = 1 t2

{1}{2,3,4} μ̌π (s, u) = μ̌(s)μ̌(−s) = |μ̌(s)|2 t · ‖μ̌‖2
2

{1,3,4}{2} μ̌π (s, u) = μ̌(−s)μ̌(s) = |μ̌(s)|2 t · ‖μ̌‖2
2

{1,2,4}{3} μ̌π (s, u) = μ̌(u)μ̌(−u) = |μ̌(u)|2 t · ‖μ̌‖2
2

{1,2,3}{4} μ̌π (s, u) = μ̌(−u)μ̌(u) = |μ̌(u)|2 t · ‖μ̌‖2
2

{1,2}{3,4} μ̌π (s, u) = 1 t2

{1,3}{2,4} μ̌π (s, u) = μ̌(s − u)μ̌(u − s) = |μ̌(s − u)|2 t · ‖μ̌‖2
2

{1,4}{2,3} μ̌π (s, u) = μ̌(u − s)μ̌(s − u) = |μ̌(s − u)|2 t · ‖μ̌‖2
2

{1}{2}{3,4} μ̌π (s, u) = μ̌(s)μ̌(−s) = |μ̌(s)|2 t · ‖μ̌‖2
2

{1}{2,4}{3} μ̌π (s, u) = μ̌(s)μ̌(u)μ̌(−s − u) t · ‖μ̌‖2
2

{1}{2,3}{4} μ̌π (s, u) = μ̌(s)μ̌(−u)μ̌(u − s) t · ‖μ̌‖2
2

{1,4}{2}{3} μ̌π (s, u) = μ̌(−s)μ̌(u)μ̌(s − u) t · ‖μ̌‖2
2

{1,3}{2}{4} μ̌π (s, u) = μ̌(−s)μ̌(−u)μ̌(s + u) t · ‖μ̌‖2
2

{1,2}{3}{4} μ̌π (s, u) = μ̌(u)μ̌(−u) = |μ̌(u)|2 t · ‖μ̌‖2
2

{1}{2}{3}{4} μ̌π (s, u) = μ̌(s)μ̌(−s)μ̌(u)μ̌(−u) = |μ̌(s)|2|μ̌(u)|2 ‖μ̌‖2
2‖μ̌‖2

2
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Ǔπ (s, u) in (3.35). If μ̌ ∈ L2(R), then there exist constants α > 0 and β > 0 such that

|Aπ(t)| ≤
∫ t

0

∫ t

0

∣∣Ǔπ (s, u)
∣∣dsdu ≤ α

∫ t

0

∫ t

0
|μ̌π (s, u)|dsdu ≤ βcπ(t) = O(t),

for each π ∈ P \{π1,π2}. Thus, for each π ∈ P when N = 1, |Aπ(t)| ≤ γπ t for some γπ ≥ 0,
provided μ̌ ∈ L2(R).

Example 3.4 Equation (3.52) suggests that we should first study the one-dimensional prob-
lem, in which case ξ(·) = −2 cos(·) by (3.6). Let N = 2 and suppose μ̌ ∈ L2(R). From
Example 3.3, if π is such that μ̌π (s, u) �≡ 1, then

∫ t

0

∫ t

0
|μ̌π (s, u)|dsdu ≤ ct,

for some constant c > 0. Hence, we need only consider partitions for which μ̌π (s, u) ≡ 1
and Ξπ(s,u) �≡ 0. For N = 2, there are only five candidates for such partitions (see
also Lemma 9); namely, π1 = {{1,3}, {2,4}, {5,7}, {6,8}}, π2 = {{1,3,5,7}, {2,4,6,8}},
π3 = {{1,3,5,7}, {2,4}, {6,8}}, π4 = {{1,3,6,8}, {2,4}, {5,7}} and π5 = {{1,3,6,8},
{2,4,5,7}}. For each of these partitions, we consider Ξπ(s,u) defined in (3.50). Define

I (t) :=
∫

T

e2t i cos(x) cos(x) dx.

Note that I (t) = iJ1(2t), where J1(·) is the Bessel function of the first kind of order one.
Obviously, I (−t) = Ī (t). For each y ∈ T, we observe that

∫
T

e2t i cos(x−y) sin(x) dx =
∫

T

e2t i cos(x) sin(x + y)dx = sin(y)I (t).

Then, for each of the five considered partitions above, we find that

Ξπ1(s, u) = Ξπ4(s, u) = Ξπ5(s, u) = 1

2
|I (s/2)|2|I (u/2)|2,

Ξπ2(s, u) = Ξπ3(s, u) = 0.

By the properties of Bessel functions (or equivalently by the stationary phase method [10]),

I (s) ≈ i(πs)−1/2 cos(2s − 3π/4),

for s � 1. Therefore, for each π ∈ P such that μ̌π (s, u) ≡ 1 and Ξπ(s,u) �≡ 0, we obtain

|Γπ(t)| ≤
∫ t

0

∫ t

0
|Ξπ(s,u)|dsdu ≤ Ct +

∫ t

c

∫ t

c

|Ξπ(s,u)|dsdu ≤ Ct + c[ln(t)]2 = O(t),

for large t , by Remark 7. Therefore, we can conclude that, for each π ∈ P (for N = 2),
|Aπ(t)| ≤ γπ t for some γπ ≥ 0, provided μ̌ ∈ L2(R).

Remark 11 Examples 3.3 and 3.4 show that Eω‖XN(t)δ0‖2 ≤ ct when N = 1,2 in any
dimensions provided that μ̌ ∈ L2(R). It is worth noticing in these two examples that we
obtain a rather good decay from Ξπ(s,u) whenever μ̌π (s, u) ≡ 1.
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4 Oscillatory Integrals and Properties of the Phases

Our approach to determine the leading-term behavior of r2
N,δ0

(t) := Eω‖XN(t)δ0‖2 leads us
to study an oscillatory integral whose overall phase is given by a linear combination of two
functions. While both (3.46) and (3.52) are useful to prove Proposition 1, it suffices to only
use (3.52). In terms of doing estimates, (3.46) allows us to first integrate with respect to s and
u, which suggests the importance of having a nonvanishing phase. On the other hand, (3.52)
permits us to study and estimate the oscillatory integrals Ξπ(s,u) in (3.50) and Λπ(s,u) in
(3.51) corresponding to the problem in one dimension for fixed s and u, and then integrate
with respect to s and u. In Appendix B, we state a result known as an extension of van de
Corput’s lemma [37] and modify it to our application. Then, we summarize some estimates
on oscillatory integrals with two generic phases. In this section, we investigate the properties
of the phases f1(N, ζ 1) and g1(N, ζ 1) after K̃π (ζ �,1) is integrated out and apply the results
in Appendix B to show that |Γπ(t)| = ON(t) for some collection of partitions.

To apply the statements in Corollary 7 in Appendix B to estimate Γπ(t) or Aπ(t), one
needs to show that the bound in (B.10) is satisfied when I(wt, vt) := Ξπ(wt, vt)Λπ(wt,

vt)d−1. We will show that for a collection of partitions π , |Γπ(t)| = ON(t) in dimensions
d ≥ 3 without any decay from the potential term Ǔπ (s, u). In the following, we will classify
these partitions and determine properties of the corresponding phases after Kπ(ζ �) has been
integrated out.

4.1 Integrating over Kπ(ζ �)

Definition 10 For a partition π = {S1(π), . . . , Sm(π)} ∈ P , we say that j ∈ {1, . . . ,4N} is
a maximal element of π if j is the greatest integer in some block Sk(π) of π . An integer
j ∈ {1, . . . ,4N} which is not a maximal element will be called a non-maximal element.

Definition 11 A variable, say ζj , corresponding to a maximal element j will be called a
maximal variable associated with π . Otherwise, ζj will be called a non-maximal variable.

Remark 12 Accordingly, we can also define a minimal element of π and a minimal vari-
able associated with π . By definition, every element in a singleton set is simultaneously a
maximal element and a minimal element.

To estimate the oscillatory integral in (3.46) (resp. in (3.50) or (3.51)), we first integrate
over the product of delta functions Kπ(ζ �) (resp. K̃π (ζ �,1) in (3.50) or (3.51)). One approach
to do this is as follows. First, we integrate over the delta functions corresponding to blocks
with one element; that is, if π contains of a block, say, S(π) = {j} for some j ∈ {1, . . . ,4N},
then, in (3.46), we integrate over the delta function δ(ζj ). Next, for blocks Sl(π) such that
|Sl(π)| > 1, we replace all of the maximal variables by the non-maximal ones. Alterna-
tively, we can also replace the minimal variables by the non-minimal ones. In the end, the
remaining integral is over T

d(4N+1−|π |) in (3.46) (resp. T
4N+1−|π | in (3.50) or (3.51)). Unless

otherwise stated, our convention is to replace each maximal variable of π by a linear com-
bination of the non-maximal variables corresponding to the same block. For instance, if π

contains a block S(π) = {1,N,2N,3N + 2}, then ζ3N+2 is replaced by −ζ1 − ζN − ζ2N . It
should be noted that ζ0 never appears in the delta functions, see (3.41); thus, by default, it
is always a non-maximal variable. On the other hand, ζ4N is always a maximal variable and
gets integrated out. After this process, the non-maximal variables ζj whose blocks contain



1156 S. Suwanna

more than one element remain independent, and are used as variables on which the phases
depend.

Let π ∈ P be fixed. In (3.46), the two phases F̃ (N, ζ ) and G̃(N, ζ ) are given by

F̃ (N, ζ ) = 1

N

(
N−1∑
j=1

ξ(ζ0 + ζ1 + . . . + ζj ) −
2N−1∑

j=N+1

ξ(ζ0 + ζ1 + . . . + ζj )

)
,

G̃(N, ζ ) = 1

N

(
3N−1∑

j=2N+1

ξ(ζ0 + ζ1 + . . . + ζj ) −
4N−1∑

j=3N+1

ξ(ζ0 + ζ1 + . . . + ζj )

)
,

subjected to the constraint equations given by the delta functions in (3.41), where ζj ∈ T
d ,

for j = 0, . . . ,4N . As already noted, F̃ (N, ζ ) and G̃(N, ζ ) can be further decomposed into

F̃ (N, ζ ) =
d∑

l=1

fl(N, ζ l ), (4.1)

G̃(N, ζ ) =
d∑

l=1

gl(N, ζ l ), (4.2)

where fl(N, ζ l ) and gl(N, ζ l ), given respectively by (3.47) and (3.48), only depend on
ζ l = (ζ0,l , ζ1,l , . . . , ζ4N,l) and will be subjected to the constraint equations given by the delta
functions in (3.42). Thus, fj (N, ζ j ) and fl(N, ζ l ), when j �= l, are functions of different
independent variables. Respectively, the analogous statements hold for gl(N, ζ l ). Moreover,
the factor −2/N only affects the properties of fl(N, ζ l ) and gl(N, ζ l ) in a trivial manner.
Consequently, without loss of generality, we only need to study the properties of f1(N, ζ 1)

and g1(N, ζ 1) without the factor −2/N , which will be denoted by f (ζ ) and g(ζ ), respec-
tively. Our main objective for the rest of this section is to study the properties of f (ζ )

and g(ζ ).

4.2 One Dimensional Problem

For a given π ∈ P , after the delta functions have been integrated out, the phases f (ζ ) =
fπ(ζ ) and g(ζ ) = gπ(ζ ) can be expressed explicitly as

fπ(ζ ) =
N−1∑
i=1

cos(κi) −
2N−1∑
i=N+1

cos(κi), (4.3)

gπ(ζ ) =
3N−1∑

i=2N+1

cos(κi) −
4N−1∑

i=3N+1

cos(κi), (4.4)

where

κi = −
i∑

j=0

σi,j ζj , (4.5)
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with σi,j = 0 or 1. It should be emphasized that hereafter ζi, κi ∈ T are all one dimensional,
and ζ := (ζ0, ζ1, . . . , ζ4N) := (ζ0, ζ�) ∈ T × T

4N . We note that κi in (4.5) now only depends
on the non-maximal variables ζj , hence so do fπ(ζ ) and gπ(ζ ), and we can consider them
as functions on T

4N+1−|π |. Henceforth, we refer to κi as an argument of cos(κi) rather than
an independent variable. To be precise, let z ∈ T

4N+1−|π | denote a (4N + 1 − |π |)-tuple of
non-maximal variables ζj ; that is,

z := (z0, zi1 , zi2 , . . . , zi4N−|π |),

where 1 ≤ i1 < i2 < . . . < i4N−|π | < 4N are all non-maximal elements of π , z0 = ζ0, and
zj = ζj if j is a non-maximal element. As such, we can write fπ(ζ ) = f̃π (z) and gπ(ζ ) =
f̃π (z). See Example 4.3. With the integrand Ψ (κN, κ3N) = Ψπ(κN, κ3N) = sin(κN) sin(κ3N),
we can rewrite Ξπ(s,u) and Λπ(s,u) as

Ξπ(s,u) :=
∫

T4N+1−|π |
eisf̃π (z)eiug̃π (z)Ψπ(κN, κ3N)dz, (4.6)

Λπ(s,u) :=
∫

T4N+1−|π |
eisf̃π (z)eiug̃π (z) dz. (4.7)

Definition 12 After integrating over the delta functions, some κi ’s defined in (4.5) may be
equal. By convention, if κi = κj and i < j , then κj is replaced by κi .

(i) We say that κj survives if it is not equal to any κi for i < j .
(ii) We say that ζj appears in κi , for i, j ∈ {1, . . . ,4N}, if κi survives and is a function of

ζj , i.e., σi,j = 1 in (4.5).
(iii) We say that cos(κj ) is present in fπ(ζ ) if there does not exist cos(κi), with

i, j ∈ {1, . . . ,2N − 1} \ {N}, such that cos(κi) − cos(κj ) ≡ 0. Analogously, we
say that cos(κj ) is present in gπ(ζ ) if there does not exist cos(κi), with i, j ∈
{2N + 1, . . . ,4N − 1} \ {3N}, such that cos(κi) − cos(κj ) ≡ 0.

Remark 13 The definition guarantees that the surviving κi ’s in (4.5) are all distinct, and
indeed, independent because each of them is a linear combination of non-maximal variables
associated with π , and no pair of such κi is expressed in terms of the same set of the non-
maximal variables ζj . It is clear that fπ(ζ ) depends on ζj if and only if f̃π (z) depends
on zj , and the same relationship holds for gπ(ζ ) and g̃π (z). Although we could use the
surviving κj as our independent variables, we will work with the non-maximal variables ζj

or, equivalently, zj .

4.3 Some Combinatoric Structures

In (4.6) and (4.7), the properties of the phases f̃π (z) and g̃π (z) depend critically on the struc-
ture of π . One useful technique to learn about these structures is to represent and classify
partitions by their graphs [8, 12]. Even though our classification is not in the same spirit as
in [8, 12], we find it useful to represent our partitions in similar fashion. Unlike the method
in [8, 12], our method contains two time parameters: s and u, and we must keep track of ±s

and ±u.
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Fig. 1 A base diagram

Example 4.1 π = {{1,N}, {2,2N,3N}, {3}, . . . , {N − 1}, {N + 1}, . . . , {2N − 1},
{2N + 1}, . . . , {3N − 1}, {3N + 1}, . . . , {4N}}.

Fig. 2 An example of a representation of a partition by its graph

In the base diagram in Fig. 1, there are four horizontal dashed lines, called propagation
lines, corresponding to the parameters ±s,±u. The lone vertical line, dividing the diagram
into the right-hand side and the left-hand side, is used to indicate that cos(κi), for i ∈ {1, . . . ,

2N − 1} \ {N}, appears in f̃π (z), and that cos(κi), for i ∈ {2N + 1, . . . ,4N − 1} \ {3N},
appears in g̃π (z). The numbers on the dashed lines represent indices of the lattice points at
which the potential terms are being evaluated. If two indices i and j belong to the same
block of π , then they are connected in the diagram by a solid line. Each block with a single
element is presented by a solid node; see Fig. 2. The letter p at the N -th and 3N -th nodes
is a reminder that the function Ψπ(·, ·) involves κN and κ3N , i.e., that the N - and 3N -th
terms in the convolution are the Fourier transform of quantities involving the momentum
operator p, see (3.20) in Lemma 3. In addition, the boxes around the N -th, 2N -th, 3N -th
and 4N -th nodes signify that cos(κN), cos(κ2N), cos(κ3N) and cos(κ4N) do not appear in
f̃π (z) and g̃π (z).

While it is not absolutely essential in the proof of our result, we find it convenient to view
each partition from its graph. In addition to keeping track of variables such as tj defined in
(3.21) and helping to integrate over K̃π (ζ�), the diagram also helps to construct examples.

Remark 14 Examples 3.3 and 3.4 suggest that there are many partitions π (such as those
with Ξπ(s,u) ≡ 0) which do not contribute to Eω‖XN(t)δ0‖2. It is interesting and useful to
identify all such partitions. In general, we hope to divide partitions into smaller subcollec-
tions on which we can estimate Aπ(t) and Γπ(t) based on the common structures of each
subcollection—an approach which was introduced by [8, 12].

Definition 13 (Some Classifications of Graphs) Let π = {S1(π), S2(π), . . . , Sm(π)} ∈ P .

(i) A partition π has a separated graph if there does not exist a pair of elements i, j with
1 ≤ i ≤ 2N and 2N + 1 ≤ j ≤ 4N such that i and j belong to the same block.

(ii) A partition π has a pairing graph if |Sk(π)| = 2 for each k = 1, . . . ,m.
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(iii) A partition π has a ladder graph on the right-hand side if it contains blocks of
the form {1,2N}, {2,2N − 1}, . . . , {k,2N + 1 − k}, . . . , {N,N + 1} while the blocks
containing elements from {2N+1,. . . ,4N} are arbitrary. Respectively, π has a ladder
graph on the left-hand side if it contains blocks of the form {2N + 1,4N}, {2N + 2,

4N − 1}, . . . , {2N + k,4N + 1 − k}, . . . , {3N,3N + 1} while the blocks containing
elements from {1, . . . ,2N} are arbitrary. π has a ladder graph if it simultaneously has
a ladder graph on the left- and right-hand sides.

These are examples of classifications of graphs, which help to study the properties of
f̃π (z) and g̃π (z), hence to estimate Aπ(t) and Γπ(t).

Example 4.2 A ladder graph on one side.

Fig. 3 A ladder graph on the right-hand side

Remark 15

(i) It is clear that a ladder graph is a special case of a pairing graph.
(ii) A ladder graph on the right-hand side or on the left-hand side is a special case of a

separated graph.
(iii) If π has a ladder graph, then Ξπ(s,u) ≡ 0, so Γπ(t) = Aπ(t) = 0. This is a special case

of a more general result proved below.

Lemma 9 If either N and N + 1 or 3N and 3N + 1 belong to the same block of π , then
Ξπ(s,u) ≡ 0.

Proof Let π ∈ P be fixed. Suppose 3N and 3N + 1 belong to the same block of π . If
3N + 1 is a maximal element, then 3N is a non-maximal element, so ζ3N is a non-maximal
variable of which both fπ(ζ ) and gπ(ζ ) are independent. Therefore, f̃π (z) and g̃π (z) are
independent of z3N . However, Ψπ(κN, κ3N) depends on z3N because

Ψπ(κN, κ3N) = sin(z0 + . . . + zν) sin(z0 + . . . + z3N),

for some non-maximal element ν with 1 ≤ ν ≤ N ; cf. (4.5). As a result, integrating (4.6)
with respect to z3N yields Ξπ(s,u) ≡ 0.

If 3N + 1 is a non-maximal element, then there exists a maximal element j > 3N + 1
such that ζ3N and ζ3N+1 do not appear in κi for i ≥ j . (Recall that, before integrating over the
delta functions, ζ3N + ζ3N+1 appears in each κi for i ≥ 3N + 1). Let w3N := z3N = ζ3N and
w3N+1 := z3N + z3N+1 = ζ3N + ζ3N+1. Then, by (4.4), g̃π (z) := gπ(ζ ) depends on w3N+1,
but does not depend on w3N . However, Ψπ(κN, κ3N) does depend on w3N as

Ψπ(κN, κ3N) = sin(z0 + . . . + zν) sin(z0 + . . . + w3N),
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for some non-maximal element ν with 1 ≤ ν ≤ N . It is clear that f̃π (z) is independent of
z3N , hence independent of w3N . As a result, the change of variables allows us to integrate
(4.6) with respect to w3N to obtain Ξπ(s,u) ≡ 0.

Similarly, if N and N +1 belong to the same block of π and N +1 is a maximal element,
then f̃π (z) and g̃π (z) are independent of zN = ζN . Moreover,

Ψπ(κN, κ3N) = sin(z0 + . . . + zN) sin(z0 + . . . + zν),

for some non-maximal variable ν with 1 ≤ ν ≤ 3N , where zN does not appear in the argu-
ment of the second sine term. Thus, the same conclusion follows by integrating (4.6) with
respect to zN . If N and N +1 belong to the same block and N +1 is a non-maximal element,
then there exists a maximal element j > N + 1 such that ζN and ζN+1 do not appear in κi

for i ≥ j . Let wN := zN = ζN and wN+1 := zN + zN+1 = ζN + ζN+1. Then, as before, both
f̃π (z) and g̃π (z) are independent of wN , and only one factor of sine in Ψπ(κN, κ3N) does
depend on wN . Hence, the same conclusion follows by integrating (4.6) with respect to wN .
This completes the proof of the lemma. �

Remark 16 It follows from the delta functions in (3.42) that, for each partition π ∈ P , we
always have ζ1 + ζ2 + . . . + ζ4N = 0, which implies κ4N = κ0 = −ζ0. If, in addition, π has
a separated graph, then we also have that ζ1 + ζ2 + . . . + ζ2N = 0, and ζ2N+1 + ζ2N+2 +
. . . + ζ4N = 0, which means that κ2N = −ζ0 = κ0 = κ4N . The converse is also true; that is,
if κ4N = κ2N = κ0 = −ζ0, then ζ1 + ζ2 + . . . + ζ2N = 0 and ζ2N+1 + ζ2N+2 + . . . + ζ4N = 0,
which implies that π has a separated graph.

If π has a separated graph, then f̃π (z) and g̃π (z) are functions of different indepen-
dent variables, except for z0. Therefore, the corresponding oscillatory integrals in (4.6), and
(4.7) simplify to the product of two oscillatory integrals, each with a single phase, to which
one can apply the standard stationary phase and non-stationary principles to estimate Aπ(t)

and Γπ(t).

Lemma 10 If π has a ladder graph on the right-hand side, then f̃π (z) ≡ 0. If π has a
ladder graph on the left-hand side, then g̃π (z) ≡ 0. Consequently, if π has a ladder graph,
then f̃π (z) ≡ g̃π (z) ≡ 0.

Proof It is enough to prove the corresponding statements for fπ(ζ ) and gπ(ζ ). In order
to have a ladder graph on either side or on both sides, π must have a separated graph,
which implies that fπ(ζ ) depends on the non-maximal variables ζj with 1 ≤ j ≤ 2N , while
gπ(ζ ) depends on the non-maximal variables ζj with 2N + 1 ≤ j ≤ 4N . Suppose π has
a ladder graph on the right-hand side, then ζ0, ζ1, . . . , ζN are non-maximal variables and
ζN+1, . . . , ζ2N are maximal variables. After integrating over the delta functions, the argu-
ments κi in (4.5) are given exactly by

κi = −
i∑

j=0

ζj ,

for i = 0, . . . ,N . Since π has a ladder graph on the right-hand side, the arguments of the
delta functions in (3.42) imply ζj + ζ2N−j+1 = 0 for each j = 1, . . . ,N ; in particular, ζN +
ζN+1 = 0, which yields

κN+1 = κN−1 − ζN − ζN+1 = κN−1.
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Moreover, ζN−1 + ζN+2 = 0, which gives

κN+2 = κN+1 − ζN+2 = κN−2 − ζN−1 − ζN−2 = κN−2.

By induction, κN+j = κN−j for each j = 1, . . . ,N . Therefore, the cosine terms in the ex-
pression (4.3) cancel out in pairs, which results in fπ(ζ ) ≡ 0. Therefore, f̃π (z) ≡ 0.

Now suppose that π has ladder graph on the left-hand side, then

κi = −ζ0 −
i∑

j=2N+1

ζj

for each i with 2N + 1 ≤ i ≤ 3N . Since ζ3N+j + ζ3N−j+1 = 0, the above argument applies,
and we can conclude that κ3N+j = κ3N−j . Therefore, g̃π (z) = gπ(ζ ) = 0 , which proves the
lemma. �

The converse is not true as is evident from π = {{1,5,8}, {2}, {3}, {4}, {6}, {7}} when
N = 2, which illustrates that f̃π (z) and g̃π (z) can vanish identically even though π does not
have a ladder on either side.

Definition 14 We say that a partition π = {S1(π), S2(π), . . . , Sm(π)} is even if |Sl | ∈ 2N

for all 1 ≤ l ≤ m.

Definition 15 Given the collection of partitions P , let PE denote the subcollection of even
partitions, and P0 the subcollection of partitions π = {S1(π), S2(π), . . . , Sm(π)} such that∑

j∈Sk(π) tj ≡ 0 for each k = 1, . . . ,m, where tj is defined in (3.21).

It is clear that P0 ⊂ PE , and that if π ∈ P0, then μ̌π (s, u) ≡ 1. The above classification
suggests that when π /∈ P0, then we immediately obtain some decay from Ǔπ (s, u) provided
that μ̌ ∈ L2(R), as seen in Examples 3.3 and 3.4. A rigorous proof of this statement will
be given by Lemma 16 in Sect. 5. Showing that |Aπ(t)| = ON(t) or |Γπ(t)| = ON(t) for
π ∈ P0 is more technical.

Lemma 11 π /∈ P0 does not have a subpartition π ′ ∈ P0.

Proof Since π /∈ P0, then there exists a block, say Sk(π), such that
∑

l∈Sk(π) tl �= 0. Consider
a partition of this block; suppose it consists of sets Sk1 , Sk2 , . . . , Skn , where

⋃n

j=1 Skj
=

Sk(π) and Skj
∩ Skl

= ∅ for j �= l. If
∑

l∈Skj
tl = 0, for all j = 1, . . . , n, then

∑
l∈Sk(π) tl =∑n

j=1

∑
l∈Skj

tl = 0, which leads to a contradiction. Therefore, there exists a block Skj
such

that
∑

l∈Skj
tl �= 0, which implies that if π /∈ P0, then its subpartition of π does not belong

to P0. �

Corollary 2 In (3.35), there exists π ′ ≺ π such that μ̌π ′(s, u) ≡ 1 if and only if π ∈ P0.
Thus, if π /∈ P0, then Ǔπ (s, u) does not have a constant term independent of s and u.

Proof If π ∈ P0, it is obvious that μ̌π (s, u) ≡ 1. If π /∈ P0, then μ̌π ′(s, u) ≡ 1 for some
subpartition π ′ ≺ π only if π ′ ∈ P0. This is impossible by Lemma 11. Thus, if π /∈ P0, then
every term in the sum on the right-hand side of (3.35) for Ǔπ (s, u) depends on s or u, which
proves the claim. �
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4.4 Some Properties of Phases

In this section, we will study some properties of f̃π (z) and g̃π (z). We have already learned
from Lemma 10 that f̃π (z) and g̃π (z) can be identically zero for some collection of parti-
tions.

Example 4.3 Let π = {{1,4}, {2,5}, {3,6}, {7,10}, {8,11}, {9,12}} when N = 3. Here,

ζ := (ζ0, ζ1, ζ2, ζ3, ζ4, ζ5, ζ6, ζ7, ζ8, ζ9, ζ10, ζ11, ζ12) ∈ T
13,

z := (ζ0, ζ1, ζ2, ζ3, ζ7, ζ8, ζ9) = (z0, z1, z2, z3, z7, z8, z9) ∈ T
7.

In terms of non-maximal variables, f̃ (z) and g̃(z) can be written as

f̃π (z) := cos(z0 + z1) + cos(z0 + z1 + z2) − cos(z0 + z2 + z3) − cos(z0 + z3),

g̃π (z) := cos(z0 + z7) + cos(z0 + z7 + z8) − cos(z0 + z8 + z9) − cos(z0 + z9).

Define Fπ(z, s, u) := sf̃π (z) + ug̃π (z). We observe that if z̃ = (a, b,π, b, b,π, b) ∈ T
7 with

a + b = ± π
2 , then f̃π (z̃) = g̃π (z̃) = 0 and ∇zf̃π (z̃) = ∇zg̃π (z̃) = 0. It is also easy to check

that all second partial derivatives of Fπ(z, s, u) with respect to z vanish at z̃ for all s, u ≥ 0.
This example shows that there exists a partition such that f̃π (z) and g̃π (z) are not identically
zero, yet they and their Hessian matrices can simultaneously vanish at a critical point.

Remark 17 There exists a partition π such that the set of critical points of f̃π (z) and g̃π (z) is
not discrete. In fact, they are not necessarily manifolds. As noted, the set of critical points of
Fπ(z, s, u) := sf̃π (z) + ug̃π (z) depends on the parameters s and u. In [39], it is shown that
if (s0, u0, z̃) ∈ [0,1] × [0,1] × T

4N+1−|π | such that the Hessian matrix of s0f̃π (z̃) + u0g̃π (z̃)

has rank at least one, then |Γπ(t)| ≤ ct , for some c > 0. However, it is clear from Lemma 10
and Example 4.3 that such a condition is not always satisfied. It is not clear how to estimate
oscillatory integrals in (B.1) whose two phases along with their first and second derivatives
vanish at the same point.

Definition 16 Let P denote the collection of partitions π = {S1(π), . . . , Sm(π)} ∈ P with
the following properties:

(i) N and N + 1 do not belong to the same block;
(ii) 3N and 3N + 1 do not belong to the same block;

(iii) |Sk(π)| > 1 for each k = 1, . . . ,m;
(iv) 1, . . . ,N and 2N + 1, . . . ,3N are non-maximal elements.

Remark 18 From Definition 16, we can deduce the following.

(i) z = (z0, z1, . . . , zN , zk1 , . . . , zkp , z2N+1, z2N+1, . . . , z3N, zl1 , . . . , zlq ), where N + 1 ≤
k1 < k2 < . . . < kp ≤ 2N and 3N + 1 ≤ l1 < l2 < . . . < lq < 4N are non-maximal
elements.

(ii) Consider fπ(ζ ) in (4.3) and gπ(ζ ) in (4.4). Since |Sk(π)| > 1 for each k = 1, . . . ,m, if
j is a maximal element, i.e., ζj is a maximal variable, then there exists a non-maximal
element l ∈ {1, . . . , j} such that the non-maximal variable ζl does not appear in κi for
each i ≥ j ; hence the arguments κi do not depend on ζl . It is more evident to see this
from a graph viewpoint, using the diagram in Fig. 3.
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(iii) κN+1 is distinct from any other κi , with i ≤ N . If N + 1 is non-maximal, then by (4.5),

κi = −
i∑

j=0

ζj ,

for each i = 0,1, . . . ,N + 1. In particular, ζN+1 appears in κN+1, but it does not appear
in κi , for any i = 1, . . . ,N . If N + 1 is a maximal element, then there exists a non-
maximal element j ∈ {1, . . . ,N − 1} such that ζj does not appear in κN+1 because
|Sk(π)| > 1 for each k = 1, . . . , |π | and N does not belong to the same block as N + 1.
This implies that κN+1 �= κN because ζj does appear in κN . To see that κN+1 �= κi for
any i < N , we again consider κi in (4.5) and observe that ζN does not appear in κi for
any i < N , but it does appear in κN+1 as

κN+1 = −
N+1∑
j=0

σN+1,j ζj = −
N+1∑
j=0

σN+1,j ζj − ζN .

This proves that κN+1, which depends on ζN , is distinct from any other κi , for i ≤ N .
Consequently, cos(κN+1) will be present in (4.3).

(iv) Similarly, κ3N+1, which depends on ζ3N , is distinct from other κi , where 2N + 1 ≤ i ≤
3N , and cos(κ3N+1) will be present in (4.4).

Lemma 12 Suppose π ∈ P. There exist multi-indices α and β with |α| = 2, and |β| = 3
such that

|∂α
z g̃π (z)|2 + |∂β

z g̃π (z)|2 = 1, (4.8)

∂α
z f̃π (z) = ∂β

z f̃π (z) = 0. (4.9)

Proof Fix π ∈ P. Let p denote the greatest non-maximal element of π . By definition, p +1
is a maximal element, and p ≥ 3N because π ∈ P. Recall that f̃π (z) = fπ(ζ ) given by (4.3),
and that g̃π (z) = gπ(ζ ) given by (4.4).

If p = 3N , then 3N + 1, . . . ,4N are all maximal elements. From Remark 18(iii),
cos(κ3N+1) is present in (4.4), and κ3N+1 depends on ζ3N , one of the non-maximal vari-
ables. Since 3N + 2 is also a maximal element and |Sk(π)| > 1, for each k = 1, . . . , |π |,
there exists a non-maximal element l ∈ {1, . . . ,3N} such that the non-maximal variable ζl

does not appear in κi when i ≥ 3N +2, by Remark 18(ii). However, ζl does appear in κ3N+1.
As a result,

∂2

∂z3N∂zl

g̃π (z) = ∂2

∂ζ3N∂ζl

gπ (ζ ) = cos(κ3N+1)

∣∣∣
z

and

∂3

∂z2
3N∂zl

g̃π (z) = ∂3

∂ζ 2
3N∂ζl

gπ (ζ ) = sin(κ3N+1)

∣∣∣
z

satisfy (4.8).
Now suppose p > 3N . Since p + 1 is a maximal element, there exists a non-maximal

element l ∈ {1, . . . , p} such that the non-maximal variable ζl does not appear in κi for i ≥
p + 1 by Remark 18(ii). Moreover, since ζp is a non-maximal variable, cos(κp) is present
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in (4.4). Therefore,

∂2

∂zp∂zl

g̃π (z) = ∂2

∂ζp∂ζl

gπ (ζ ) = cos(κp)

∣∣∣
z

and

∂3

∂z2
p∂zl

g̃π (z) = ∂3

∂ζ 2
p∂ζl

gπ (ζ ) = sin(κp)

∣∣∣
z

satisfy (4.8).
In both cases, ζp is one of the non-maximal variables of which fπ(ζ ) is independent;

thus, it is immediate that

∂

∂zp

f̃π (z) = ∂

∂ζp

fπ(ζ ) = 0.

This completes the proof of the lemma. �

Corollary 3 Let π ∈ P. Then, with k = 3 and vt ≥ 1,

|Ξπ(wt, vt)| ≤ C1t
−1/kv−1/k, (4.10)

|Λπ(wt, vt)| ≤ C2t
−1/kv−1/k, (4.11)

where C1 and C2 are constants independent of w,v, and t .

Proof With s = wt,u = vt , and using (4.6) and (4.7), we can write

Ξπ(wt, vt) =
∫

T4N+1−|π |
eitFπ (z,w,v)Ψπ(κN, κ3N)dz,

Λπ(wt, vt) =
∫

T4N+1−|π |
eitFπ (z,w,v) dz,

with Fπ(z,w,v) = wf̃π(z) + vg̃π (z). By Lemma 12, for each z̃ ∈ T
4N+1−|π |, there exists a

multi-index α = α(z̃) with 2 ≤ |α| ≤ 3 such that

|∂αFπ(z̃,w, v)|= v|∂αg̃π (z̃)|> δv,

for some δ > 0. By Remark 7, we can take u := vt ≥ 1 and s := wt ≥ 1. Using a partition
of unity, |α| := k = 3 is the worst case for vt ≥ 1. Applying Lemma 19 with rescaling and
translating, (4.10) and (4.11) follow. �

The next two lemmas show that (4.10) and (4.11) hold when v is replaced by w.

Definition 17 Let P1 denote the collection of partitions π = {S1(π), . . . , Sm(π)} with prop-
erties:

(i) N and N + 1 do not belong to the same block;
(ii) 3N and 3N + 1 do not belong to the same block;

(iii) |Sk(π)| > 1 for each k = 1, . . . ,m;
(iv) N + 1, . . . ,2N and 3N + 1, . . . ,4N are non-minimal elements.
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Remark 19 P and P1 are not the same subcollection of partitions. Their relation will be
clear in the next lemma.

Lemma 13 Suppose π ∈ P1. There exist multi-indices α and β with |α| = 2, and |β| = 3
such that (4.8) and (4.9) hold.

Proof Let π ∈ P1, and define

Mπ := {j : 2N + 1 ≤ j ≤ 4N − 1 such that j is non-maximal}.

Claim: Mπ is nonempty. Suppose Mπ is empty, then each j with 2N + 1 ≤ j ≤ 4N is a
maximal element, which implies that |π | ≥ 2N . If |π | > 2N , then π has a block of single
element, which means that π cannot belong to P1. If |π | = 2N , then either all blocks of π

have two elements or π has a block of a single element. We only need to consider when all
blocks of π have two elements, in which case 2N + 1, . . . ,4N are all maximal elements,
and 1, . . . ,2N are all minimal elements, which contradicts the property (iv) in Definition 17.
Therefore, Mπ is nonempty for each π ∈ P1 as claimed.

Let p := max{j : j ∈ Mπ }. Then, ζp is one of the non-maximal variables on which fπ(ζ )

does not depend. Hence,

∂

∂zp

f̃π (z) = ∂

∂ζp

fπ(ζ ) = 0,

for each z ∈ T
4N+1−|π |. It remains to show that there exist multi-indices α,β , with |α| = 2,

|β| = 3 and αp , βp ≥ 1 such that (4.8) holds.
To that end, we note that p + 1 is a maximal element. Since |Sk(π)| > 1 for each k =

1, . . . , |π |, there exists a non-maximal element l ∈ {1, . . . , p} such that the non-maximal
variable ζl does not appear in κi for each i ≥ p + 1, see also Remark 18(ii). However, κp

depends on ζl and ζp .
If p = 3N , then ζ3N is one of the non-maximal variables on which κ3N+1 depends be-

cause 3N and 3N + 1 do not belong to the same block, see also Remark 18(iii). Since
3N + 2 is a maximal element, there exists a non-maximal element l ∈ {1, . . . ,3N} such that
the non-maximal variable ζl does not appear in κi for each i ≥ 3N + 2. Then,

∂2

∂zl∂z3N

g̃π (z) = ∂2

∂ζl∂ζ3N

gπ(ζ ) = cos(κ3N+1)

∣∣∣
z

and

∂3

∂zl∂z2
3N

g̃π (z) = ∂3

∂ζl∂ζ 2
3N

gπ(ζ ) = sin(κ3N+1)

∣∣∣
z

satisfy (4.8).
Now suppose p �= 3N . We claim that cos(κp) is present in (4.4). For p > 3N , the claim

follows directly since cos(κp) appears in the second sum in (4.4) and κp is distinct from
any κi for i < p. For p < 3N , we will prove that cos(κp) �≡ cos(κq) for any q ≥ 3N + 1.
We note that q is a maximal element, so ζq is a maximal variable. Thus, there exists a non-
maximal element ν ∈ {1, . . . , p} such that the non-maximal variable ζν does not appear in
κi for i ≥ q . By (4.5), this means that κp depends on ζν , but κq does not. Hence, κp �= κq as
variables in T. Therefore, cos(κp) �≡ cos(κq), which proves the claim that cos(κp) is present
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in (4.4). Consequently,

∂2

∂zl∂zp

g̃π (z) = ∂2

∂ζl∂ζp

gπ (ζ ) = ∓ cos(κp)

∣∣∣
z

and

∂3

∂zl∂z2
p

g̃π (z) = ∂3

∂ζl∂ζ 2
p

gπ(ζ ) = ∓ sin(κp)

∣∣∣
z

satisfy (4.8). (The sign is a minus if p < 3N , and a plus if p > 3N .) This completes the
proof of the lemma. �

Lemma 14 Let π ∈ P. Then, with k = 3 and wt ≥ 1,

|Ξπ(wt, vt)| ≤ D1t
−1/kw−1/k, (4.12)

|Λπ(wt, vt)| ≤ D2t
−1/kw−1/k, (4.13)

where D1 and D2 are constants independent of w,v, and t .

Proof Before integrating over the delta functions, Ξπ(s,u) and Λπ(s,u) (see (3.50) and
(3.51)) are integrals of the same form given by

∫
T4N+1

eisf (ζ )eiug(ζ )ψ(ζ )K̃π (ζ�) dζ,

where the phases f (ζ ) and g(ζ ) are given by

f (ζ ) =
N−1∑
j=1

cos(ζ0 + . . . + ζj ) −
2N−1∑

j=N+1

cos(ζ0 + . . . + ζj ), (4.14)

g(ζ ) =
3N−1∑

j=2N+1

cos(ζ0 + . . . + ζj ) −
4N−1∑

j=3N+1

cos(ζ0 + . . . + ζj ). (4.15)

Here, ζj ∈ T for each j = 0, . . . ,4N , and ζ = (ζ0, ζ1, . . . , ζ4N) = (ζ0, ζ�). The only dif-
ference between Ξπ(s,u) and Λπ(s,u) lies in the integrand ψ(ζ ); namely, ψ(ζ ) ≡ 1 for
Λπ(s,u), whereas ψ(ζ ) := sin(ζ0 + . . . + ζN) sin(ζ0 + . . . + ζN + . . . + ζ3N) for Ξπ(s,u).
With s := wt and u := vt , it suffices to show that, for each π ∈ P,

∣∣∣
∫

T4N+1
eiwtf (ζ )eivtg(ζ )ψ(ζ )K̃π (ζ�) dζ

∣∣∣≤ c(wt)−1/k,

for wt ≥ 1 and some constant c > 0, where ψ(ζ ) is any one of the two functions mentioned
above. Recall that, for each π ∈ P , ζ1 + . . .+ζ4N = 0. We introduce new variables w0 = −ζ0

and wj := ζ4N−j+1, or equivalently, ζj = w4N−j+1, for j = 1, . . . ,4N . In a matrix notation,
wT

� = AζT
� , where ζ T

� denotes a column vector of ζ1, . . . , ζ4N , and wT
� a column vector of

w1, . . . ,w4N . It is easy to see that A is a 4N × 4N matrix with one on the anti-diagonal (i.e.,
the diagonal going from the lower left corner to the upper right corner) and zero elsewhere.
Thus, det(A) = 1 and A2 = I .
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Consider f (ζ ) in (4.14) and g(ζ ) in (4.15). Rewriting the sum in (4.14) in reverse order
and using ζ1 + . . . + ζ4N = 0, f (ζ ) can be expressed as

f (ζ ) = − cos(ζ0 + ζ1 + . . . + ζ2N−1) − . . . − cos(ζ0 + ζ1 + . . . + ζN−1 + ζN + ζN+1)

+ cos(ζ0 + ζ1 + . . . + ζN−1) + . . . + cos(ζ0 + ζ1)

= − cos(ζ0 − ζ2N − . . . − ζ4N) − . . . − cos(ζ0 − ζN+2 − . . . − ζ4N)

+ cos(ζ0 − ζN − . . . − ζ4N) + . . . + cos(ζ0 − ζ2 − . . . − ζ4N)

= − cos(−w0 − w2N+1 − . . . − w1) − . . . − cos(−w0 − w3N−1 − w3N−2 − . . . − w1)

+ cos(−w0 − w3N+1 − . . . − w1) − . . . − cos(−w0 − w4N−1 − w4N−2 − . . . − w1)

= − cos(w0 + w1 + . . . + w2N+1) − . . . − cos(w0 + w1 + . . . + w3N−1)

+ cos(w0 + w1 + . . . + w3N+1) + . . . + cos(w0 + w1 + . . . + w4N−1)

:= f �(w).

Similarly, we can do the same for g(ζ ) in (4.15).

g(ζ ) = cos(ζ0 + ζ1 + . . . + ζ2N+1) + . . . + cos(ζ0 + ζ1 + . . . + ζ3N−1)

− cos(ζ0 + ζ1 + . . . + ζ3N+1) − . . . − cos(ζ0 + ζ1 + . . . + ζ4N−1)

= − cos(w0 + w1) − . . . − cos(w0 + . . . + wN−1)

+ cos(w0 + . . . + wN+1) + . . . + cos(w0 + . . . + w2N−1)

:= g�(w).

Indeed, f �(w) = −g(w) and g�(w) = −f (w); in particular, f �(w) depends on variables
w0,w1, . . . ,w4N , whereas g�(w) only depends on w0,w1, . . . ,w2N−1. Moreover,

sin(κN) sin(κ3N) := sin(ζ0 + . . . + ζN) sin(ζ0 + . . . + ζN + . . . + ζ3N)

= sin(ζ0 − ζN+1 − . . . − ζ4N) sin(ζ0 − ζ3N+1 − . . . − ζ4N)

= sin(−w0 − w3N − . . . − w1) sin(−w0 − wN − . . . − w1)

= sin(w0 + w1 + . . . + wN) sin(w0 + w1 + . . . + w3N).

Thus, ψ(ζ ) = ψ(w). Next, we consider the effect of the change of variables ζ T
� �→ wT

� :=
AζT

� on K̃π (ζ�). Since the constraint equations, obtained by setting each argument in the
delta functions equal zero, are given by a homogeneous system of linear equations, where
each ζj , for 1 ≤ j ≤ 4N , appears exactly once with coefficient one, we can write BζT

� = 0
for some |π |×4N matrix B , where each entry of B is either zero or one. In terms of the new
variable wT

� , the constraint equations are given by BAwT
� := B̃wT

� = 0. In effect, A reverses
the order of the columns of B . This means that if ζj is a maximal variable, then the corre-
sponding w4N−j+1 is a minimal variable, and if ζj is a non-maximal variable, then w4N−j+1

is a non-minimal variable associated with π . Then, K̃π (ζ�) = K̃π ((AwT
� )T ) := ˜̃

Kπ(w�),

where the new kernel ˜̃
Kπ(w�) consists of a product of delta functions whose arguments

are linear combinations of wj , where each wj , for 1 ≤ j ≤ 4N , appears exactly once with
coefficient one.
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Claim: If π ∈ P, then ˜̃
Kπ(w�) = K̃π̃ (w�) for some π̃ ∈ P1. (See Definitions 16 and 17.)

Proof of Claim: If π ∈ P, then 1, . . . ,N and 2N + 1, . . . ,3N are non-maximal ele-
ments, which means that ζ1, . . . , ζN and ζ2N+1, . . . , ζ3N are non-maximal variables, hence
wN+1, . . . ,w2N and w3N+1, . . . ,w4N are non-minimal variables. Moreover, w4N−j+1 and

w4N−l+1 appear in the same constraint equation corresponding to ˜̃
Kπ(w�) if and only if ζj

and ζl appear in the same constraint equation corresponding to K̃π (ζ�). This implies that the
above change of variables preserves the properties (i)–(iii) in Definition 16. This completes
the proof of the claim.

Consequently, if π ∈ P,
∫

T4N+1
eisf (ζ )eiug(ζ )ψ(ζ )K̃π (ζ�) dζ =

∫
T4N+1

eisf �(w)eiug�(w)ψ(w)
˜̃

Kπ(w�) dw

=
∫

T4N+1
e−isg(w)e−iuf (w)ψ(w)K̃π̃ (w�) dw,

for some π̃ ∈ P1. To obtain the upper bounds in (4.12) and (4.13), we apply Lemma 13 and
follow the proof of Corollary 3, where w and v are interchanged. �

To summarize, we have shown that if π ∈ P,wt ≥ 1 and vt ≥ 1, then Ξπ(wt, vt) sat-
isfies the inequalities (4.10) and (4.12), and Λπ(wt, vt) satisfies (4.11) and (4.13). Thus,
I(wt, vt) := Ξπ(wt, vt)Λπ(wt, vt)d−1 satisfies (B.10). Then, we follow Corollary 7 to ob-
tain the following result.

Corollary 4 Let π ∈ P. Then, for large t ,

∫ t

1

∫ t

1
|Ξπ(s,u)||Λπ(s,u)|d−1 dsdu =

⎧⎪⎨
⎪⎩

O(t2− d
k ) if d < 2k,

O((ln t)2) if d = 2k,

O(1) if d ≥ 2k.

(4.16)

In particular, combined with Remark 7, this implies that there exists a constant Cπ > 0 such
that

|Γπ(t)| ≤
∫ t

0

∫ t

0
|Ξπ(s,u)||Λπ(s,u)|d−1 dsdu ≤ Cπ t,

when d ≥ k = 3.

Proof Let π ∈ P be fixed. With k = 3, s = wt ≥ 1 and u = vt ≥ 1,

|Ξπ(wt, vt)||Λπ(wt, vt)|d−1 ≤ Ct−d/kw−dϑ/kv−d(1−ϑ)/k,

for any ϑ ∈ [0,1] and some constant C > 0 independent of w,v and t . Then,

∫ t

1

∫ t

1
|Ξπ(s,u)||Λπ(s,u)|d−1 dsdu ≤ t2

∫ 1

1/t

∫ 1

1/t

|Ξπ(wt, vt)||Λπ(wt, vt)|d−1 dwdv

≤ Ct2t−d/k

∫ 1

0

∫ 1

0
w−dϑ/kv−d(1−ϑ)/k dwdv.

Therefore, the claimed statements follows from the estimates in Corollary 7. �
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5 Proof of the Main Result

Finally, we put all pieces together to prove Proposition 1. The key strategy is very simple.
For each π ∈ P , we will show that |Aπ(t)| = ON(t) for large t in dimensions d ≥ 3 provided
μ̌ ∈ L2(R). The following lemmas give estimates of Aπ(t) for each π ∈ P.

Lemma 15 Suppose d ≥ 3. If π ∈ P, then there exists a constant Cπ(N) such that |Aπ(t)| ≤
Cπ(N) t.

Proof For π ∈ P, by (3.54),

|Aπ(t)| :=
∣∣∣
∫ t

0

∫ t

0
Ûπ (s, u)Ξπ(s, u)Λπ(s,u)d−1 dsdu

∣∣∣

≤ (4d) sup
(s,u)∈[0,t]×[0,t]

|Ǔπ (s, u)|
∫ t

0

∫ t

0
|Ξπ(s,u)||Λπ(s,u)|d−1 dsdu

≤ Cπ(N) t,

by Corollary 4 with k := 3, which completes the proof for d ≥ 3. �

Lemma 16 Suppose μ̌ ∈ L2(R). If π /∈ P0, then there exists a constant Cπ(N) such that

∫ t

0

∫ t

0
|Ǔπ (s, u)|dsdu ≤ Cπ(N)‖μ̌‖2

2 t. (5.1)

Proof By (3.35),

|Ǔπ (s, u)| ≤
∑
π ′≺π

|nπ,π ′ ||μ̌π ′(s, u)|.

If π /∈ P0, then, by Lemma 11 and Corollary 2, each term |μ̌π ′(s, u)| in the above sum
depends on s or u. Specifically, for each π ′ ≺ π /∈ P0,

|μ̌π ′(s, u)| ≤ |μ̌(v)||μ̌(v′)|,
for some v = a1s/N +a2u/N and v′ = a3s/N +a4u/N , where a1, a2, a3, and a4 are integers
with |a1| + |a2| ≥ 1 and |a3| + |a4| ≥ 1. Then,

∫ t

0

∫ t

0
|μ̌(v)||μ̌(v′)|dsdu = N2

∫ t/N

0

∫ t/N

0
|μ̌(a1s + a2u)||μ̌(a3s + a4u)|dsdu. (5.2)

Without loss of generality, we can assume a1 �= 0. Let w = u,y = a1s + a2u. Then,

∫ t/N

0

∫ t/N

0
|μ̌(a1s + a2u)||μ̌(a3s + a4u)|dsdu

≤ C1

∫ t/N

0

∫ βt/N

−βt/N

|μ̌(by + cw)||μ̌(y)|dydw,

for some C1, β > 0 and some constants b, c. If c = 0, then we apply the Schwarz inequality.
If c �= 0, we first integrate over w and apply the Schwarz inequality. In both cases, we can
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conclude that ∫ t

0

∫ t

0
|μ̌(v)||μ̌(v′)|dsdu ≤ C2(N)‖μ̌‖2

2 t,

for some C2(N) > 0, which proves the lemma. �

Corollary 5 Suppose μ̌ ∈ L2(R). If π ∈ P \ P, then either Ξπ(s,u) ≡ 0 or there exists a
constant Cπ(N) such that

∫ t

0

∫ t

0
|Ǔπ (s, u)|dsdu ≤ Cπ(N)‖μ̌‖2

2 t.

Proof If π ∈ P \ P, then π fails to satisfy at least one of the properties (i)–(iv) in De-
finition 16. If Definition 16(i) or Definition 16(ii) is not satisfied, then Ξπ(s,u) ≡ 0 by
Lemma 9.

If Definition 16(iii) is not satisfied, then π contains a block of single element, so π is
not even, and thus, π /∈ P0. Similarly, if Definition 16(iv) is not satisfied, then there exists at
least one maximal element j ∈ {1, . . . ,N,2N + 1, . . . ,3N}. This implies that there exists a
block of π , say S ⊂ S, such that

∑
j∈S tj �= 0; thus, π /∈ P0. Consequently, the estimate in

Lemma 16 is valid in the latter two cases. �

Proof of Proposition 1 Recall the definition of the amplitude Aπ(t) in (3.54):

Aπ(t) = (4d)

∫ t

0

∫ t

0
Ûπ (s, u)Ξπ(s, u)Λπ(s,u)d−1 dsdu.

Since Eω‖XN(t)δ0‖2 ≤∑π∈P |Aπ(t)| =∑π∈P
|Aπ(t)| +∑π∈P\P |Aπ(t)|, it suffices to

show that |Aπ(t)| = ON(t) for each π ∈ P , in dimensions d ≥ 3 when μ̌ ∈ L2(R). This
is accomplished in Lemma 15 and Corollary 5, thus completing the proof of the main re-
sult. �
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Appendix A: Approximate Identity

Lemma 17 For ε > 0, let φε(κ) :=∑n∈Zd e−iκ·ne−ε‖n‖. Then, {φε} is an approximated iden-
tity such that

lim
ε↓0

∫
Td

ψ(κ)φε(κ) dκ =
∫

Td

ψ(κ)δ(κ) dκ, (A.1)

for any ψ ∈ C∞(Td). Thus,

lim
ε↓0

∑
n∈Zd

e−iκ·ne−ε‖n‖ = δ(κ), (A.2)

in the sense of distributions. Here, κ ∈ T
d , and the Dirac delta function is thought of as

having a period 2π .
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Proof Let ψ ∈ C∞(Td). Then,

lim
ε↓0

∫
Td

ψ(κ)
∑
n∈Zd

e−iκ·ne−ε‖n‖ dκ = lim
ε↓0

∑
n∈Zd

e−ε‖n‖ψ̌(n)

=
∑
n∈Zd

ψ̌(n)

= ψ(0)

=
∫

Td

ψ(κ)δ(κ)dκ. �

Appendix B: Oscillatory Integrals

In this section, we consider an oscillatory integral with two generic phases. Let

I(s, u) :=
∫

Rn

eisφ(x)eiuϕ(x)ψ(x) dx, (B.1)

Π(t) :=
∫ t

0

∫ t

0
I(s, u) dsdu, (B.2)

where φ,ϕ ∈ C∞ are arbitrary and ψ ∈ C∞
c is a cut-off function.

Remark 20 If s = 0, u = 0 or s = u in (B.1), then the integral is reduced to an ordinary
oscillatory integral with one phase, which is very important and much studied due to its
close relation to many problems in mathematics and sciences, see [37, 39] and references
therein. In such a situation, many results are known, see, for example, [10, 20, 31, 37, 40].
Estimating an oscillatory integral with two phases, like that in (B.1), is more technical than
that with one phase because the critical points of sφ(x)+uϕ(x) generally depend on s and u.
To the author’s knowledge, not much work, if any, has been done in this direction before.

Remark 21 For current purposes, it suffices to consider (B.2) and determine sufficient con-
ditions on φ and ϕ such that |Π(t)| ≤ ct . In [39], the author obtains some general results
by applying the Weierstrass Preparation theorem when φ and ϕ are analytic and at least
one of ∇φ,∇ϕ does not vanish, and by applying the Splitting lemma [5] when φ and ϕ

are C∞, and their Hessian matrices satisfy certain rank conditions. However, for Aπ(t) and
Γπ(t), the phases f1(N, ζ 1) and g1(N, ζ 1) obtained after K̃π (ζ �,1) is integrated out do not
always satisfy such conditions because they can vanish identically, see Lemma 10. Even
when f1(N, ζ 1) and g1(N, ζ 1) do not vanish identically, they and all of their first and sec-
ond derivatives can vanish at the same point, see Example 4.3.

Lemma 18 [37] Let ψ be a smooth function supported in the unit ball of R
n, and φ be a

real-valued function on R
n. Suppose that, for some multi-index α with |α| = k ≥ 1, |∂α

x φ| ≥ 1
throughout the support of ψ . Then,

∣∣∣
∫

Rn

eisφ(x)ψ(x) dx
∣∣∣≤ Ck(φ)

(‖ψ‖∞ + ‖∇ψ‖1
)
s−1/k, (B.3)

where the constant Ck(φ) is independent of ψ and s, and remains bounded as long as the
Ck+1-norm of φ remains bounded.



1172 S. Suwanna

Proof The proof is given in [37] (Proposition VIII.5). �

B.1 Oscillatory Integral with Two Phases

Consider a special case of Π(t) in (B.2) with I(s, u) =∏d

l=1 Il(s, u), where

Il(s, u) :=
∫

Rn

eisφ(x)eiuϕ(x)ψl(x) dx, (B.4)

in which ψl is a cut-off function for each l = 1, . . . , d and at our disposal. Put s = tw,
u = tv. Then,

Π(t) :=
∫ t

0

∫ t

0
I(s, u) dsdu = t2

∫ 1

0

∫ 1

0

d∏
l=1

Il(wt, vt) dwdv. (B.5)

It suffices to first estimate Il(wt, vt) for each l = 1, . . . , d , and then integrate with respect
to w and v to obtain an upper bound for Π(t).

Let F : R
n × [0,1] × [0,1] → R be defined as F(x,w, v) := wφ(x) + vϕ(x), where φ

and ϕ are smooth functions. (Note that the phases in our problem are analytic.) Then,

Il(wt, vt) =
∫

Rn

eitF (x,w,v)ψl(x) dnx. (B.6)

Define

‖F‖•
Ck+1 := sup

(w,v)∈[0,1]×[0,1]
‖F(·,w, v)‖Ck+1 ,

where ‖F(·,w, v)‖Ck+1 denotes the Ck+1-norm of F(x,w, v) with respect to x for fixed
(w,v) ∈ [0,1] × [0,1]. It is clear that ‖F‖•

Ck+1 ≤ ‖φ‖Ck+1 + ‖ϕ‖Ck+1 .

Lemma 19 Consider (B.6). Let ψl be a smooth function supported in the unit ball of R
n. If

there exists a multi-index α with |α| ≥ 1 such that |∂α
x F(x,w, v)| ≥ δw > 0 on the support

of ψl , then

|Il(wt, vt)| ≤ Cα

(‖ψl‖∞ + ‖∇ψl‖1

)
(δwt)−1/|α|. (B.7)

Similarly, if there exists a multi-index β with |β| ≥ 1 such that |∂β
x F(x,w, v)| ≥ δv > 0 on

the support of ψl , then

|Il(wt, vt)| ≤ Dβ

(‖ψl‖∞ + ‖∇ψl‖1
)
(δvt)−1/|β|. (B.8)

Here, the constants Cα and Dβ are independent of w,v, and t , and remain finite as long as
‖F‖•

C|α|+1 and ‖F‖•
C|β|+1 remain finite on the support of ψl .

Proof Apply Lemma 18. �

Remark 22 If ψl is supported in any compact set of R
n and |∂α

x F(x,w, v)| ≥ δw > 0 (resp.
|∂β

x F(x,w, v)| ≥ δv > 0) on its support, then Lemma 19 also applies by rescaling and trans-
lating ψl , which do not affect the decay estimates (δwt)−1/|α| (resp. (δvt)−1/|β|).
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Corollary 6 If (B.7) and (B.8) hold, then

∣∣Il(wt, vt)
∣∣≤ El t

−1/|β|+ϑ(1/|β|−1/|α|)w−ϑ/|α|v−(1−ϑ)/|β|, (B.9)

for any ϑ ∈ [0,1], where El is independent of w,v, and t , and remains finite as long as
‖F‖•

C|α|+1 and ‖F‖•
C|β|+1 remain finite.

Consequently, an upper bound on |I(tw, tv)| =∏d

l=1 |Il(s, u)| is given by the product
of the bound in (B.9). In our problem, we note that all factors Il(wt, vt) in I(tw, tv) :=∏d

l=1 Il(wt, vt) have identical phases but may have different functions in the integrand, play-
ing a similar role as that of ψl , see Lemma 8. This is in accordance with the definitions of
Ξπ(s,u) and Λπ(s,u) in (3.50) and (3.51). When |α| = |β| = k, then

∣∣I(tw, tv)
∣∣≤ Ct−d/kw−dϑ/kv−d(1−ϑ)/k, (B.10)

for some constant C > 0 independent of t,w, and v.

Corollary 7 Suppose I(wt, vt) satisfies (B.10). Then, for large t ,

|Π(t)| =

⎧⎪⎨
⎪⎩

O(t2− d
k ) if d < 2k,

O((ln t)2) if d = 2k,

O(1) if d ≥ 2k.

(B.11)

Proof If d/2k < 1, we choose ϑ = 1/2 in (B.10) so that

γ :=
∫ 1

0

∫ 1

0
w−d/2kv−d/2k dwdv < ∞.

Thus, by (B.5) and (B.10),

|Π(t)| ≤ γCt2−d/k,

which proves the claimed statement for d < 2k.
For d ≥ 2k, we also notice that |I(tw, tv)| ≤ c for some constant c > 0 independent of

w,v and t . Then, for any 0 < η < 1, we can write

∫ 1

0

∫ 1

0
I(tw, tv) dwdv =

∫ η

0

∫ η

0
I(tw, tv) dwdv +

∫ η

0

∫ 1

η

I(tw, tv) dvdw

+
∫ η

0

∫ 1

η

I(tw, tv) dwdv +
∫ 1

η

∫ 1

η

I(tw, tv) dwdv.

The first integral is bounded by cη2. By interchanging the roles of ϑ and 1 − ϑ in (B.10),
the second and third integrals can be estimated by the same bound. By (B.10) and choosing
ϑ = 1,

∣∣∣
∫ η

0

∫ 1

η

I(tw, tv) dwdv

∣∣∣≤ Ct−d/k

∫ η

0

∫ 1

η

w−dϑ/kv−d(1−ϑ)/k dwdv

≤ C1t
−d/kη2−d/k.
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Moreover, with ϑ = 1/2,

∣∣∣
∫ 1

η

∫ 1

η

I(tw, tv) dudv

∣∣∣≤ Ct−d/k

∫ 1

η

∫ 1

η

w−d/2kv−d/2k dwdv

≤ C2t
−d/k

{
(lnη)2 if d = 2k,

η2−d/k if d > 2k.

All estimates hold for any 0 < η < 1. Thus, for t large, optimizing over η yields

∣∣∣
∫ 1

0

∫ 1

0
I(tw, tv) dwdv

∣∣∣≤ C3

{
t−2(ln(t))2 if d = 2k,

t−2 if d > 2k,

for some C3 > 0. Together with (B.5), this completes the proof of the corollary. �

References

1. Aizenman, M.: Localization at weak disorder: some elementary bounds. Rev. Math. Phys. 6(5A), 1163–
1182 (1994)

2. Aizenman, M., Friedrich, R.M., Hundertmark, D., Schenker, J.H.: Finite-volume fractional-moment cri-
teria for Anderson localization. Commun. Math. Phys. 224(1), 219–253 (2001)

3. Aizenman, M., Sims, R., Warzel, S.: Absolutely continuous spectra of quantum tree graphs with weak
disorder. Preprint (2005), mp_arc/05-202

4. Anderson, P.W.: Absence of diffusion in certain random lattices. Phys. Rev. 109(5), 1492–1505 (1958)
5. Arnol’d, V.I.: Normal forms of functions near degenerate critical points, the Weyl groups Ak,Dk,Ek

and Lagrangian singularities (Translated). Funct. Anal. Appl. 6(4), 253–272 (1972)
6. Barbaroux, J.M., Fisher, W., Müller, P.: A criterion for dynamical localization in random Schrödinger

models. Preprint (1998), mp_arc/98-391
7. Carmona, R., Lacroix, J.: Spectral Theory of Random Schrödinger Operators. Birkhäuser, Boston (1990)
8. Chen, T.: Localization lengths and Boltzmann limit for the Anderson model at small disorders in dimen-

sion 3. J. Stat. Phys. 120(1–2), 279–337 (2005)
9. Del Rio, R., Jitomirskaya, J., Last, Y., Simon, B.: Operators with singular continuous spectrum IV:

Hausdorff dimensions, rank one perturbations and localization. J. Anal. Math. 69, 153–200 (1996)
10. Erdelyi, A.: Asymptotic Expansions. Dover, New York (1956)
11. Erdös, L.: Lecture Notes, PASI Conference, Santiago, Chile (2006)
12. Erdös, L., Yau, H.-T.: Linear Boltzmann equation as the weak coupling limit of a random Schrödinger

equation. Commun. Pure Appl. Math. 53(6), 667–735 (2000)
13. Erdös, L., Salmhofer, M., Yau, H.-T.: Towards the quantum Brownian motion. Preprint (2005),

math-ph/0503001
14. Froese, R., Hasler, D., Spitzer, W.: Absolutely continuous spectrum for the Anderson model on a tree:

a geometric proof of Klein’s theorem. Preprint (2005), mp_arc/05-388
15. Fröhlich, J., Spencer, T.: Absence of diffusion in the Anderson tight-binding model for large disorder or

low energy. Commun. Math. Phys. 88, 151–184 (1983)
16. Fröhlich, J., Martinelli, F., Scoppola, E., Spencer, T.: Constructive proof of localization in the Anderson

tight binding model. Commun. Math. Phys. 101, 21–46 (1985)
17. Germinet, F.: Dynamical localization of random Schrödinger operators and an application to the almost

Mathieu operator. In: Mathematical Results in Quantum Mechanics (Prague, 1998). Oper. Theory Adv.
Appl., vol. 108, pp. 253–257. Birkhäuser, Basel (1999)

18. Germinet, F., Klein, A.: Bootstrap multiscale analysis and localization in random media. Commun. Math.
Phys. 222(2), 415–448 (2001)

19. Germinet, F., Klein, A., Schenker, J.: Dynamical delocalization in random Landau Hamiltonians.
Preprint (2004), mp_arc/04-418

20. Greenblatt, M.: Sharp L2 estimates for one-dimensional oscillatory integral operators with C∞ phase.
Am. J. Math. 127(3), 659–695 (2005)

21. Gol’dsheid, I.Ja., Molchanov, S.A., Pastur, L.A.: A pure point spectrum of the one dimensional
Schrödinger operator. Funct. Anal. Appl. 11, 1–10 (1977)

http://arxiv.org/abs/math-ph/0503001


Finite Trotter Approximation to the Averaged Mean Square Distance 1175

22. Graf, G.M.: Anderson localization and the space-time characteristic of continuum states. J. Stat. Phys.
75(1–2), 337–346 (1994)

23. Klein, A.: Multiscale analysis and localization of random operators. Preprint (2004), mp_arc/04-1
24. Klein, A.: Extended states in the Anderson model on the Bethe lattice. Adv. Math. 133(1), 163–184

(1998)
25. Klein, A.: Spreading of wave packets in the Anderson model on the Bethe lattice. Commun. Math. Phys.

177(3), 755–773 (1996)
26. Kotani, S., Simon, B.: Stochastic Schrödinger operators and Jacobi matrices on the strip. Commun. Math.

Phys. 119(3), 403–429 (1988)
27. Kotani, S., Simon, B.: Localization in general one-dimension random systems II: continuous Schrödinger

operators. Commun. Math. Phys. 112(1), 103–119 (1987)
28. Jona-Lasinio, G., Martinelli, F., Scoppola, E.: Multiple tunnelings in d-dimension: A quantum particle

in a hierarchical potential. Ann. Inst. Henri Poincare 42(1), 73–108 (1985)
29. Martinelli, F., Scoppola, E.: Introduction to the mathematical theory of Anderson localization. Rivista

Del Nuovo Cimento 10(10), 1–90 (1987)
30. Pastur, L.A.: Spectra of random self adjoint operators. Russ. Math. Surv. 28, 1–67 (1973)
31. Phong, D.H., Stein, E.M., Sturm, J.A.: On the growth and stability of real-analytic functions. Am. J.

Math. 121(3), 519–554 (1999)
32. Reed, M., Simon, B.: Methods of Modern Mathematical Physics I: Functional Analysis. Academic Press,

San Diego (1980)
33. Schulz-Baldes, H.: Perturbation theory for Lyapunov exponents of an Anderson model on a strip. Preprint

(2003), mp_arc/03-369
34. Simon, B.: Localization in general one dimension random systems I: Jacobi matrices. Commun. Math.

Phys. 102, 327–336 (1985)
35. Simon, B.: Absence of ballistic motion. Commun. Math. Phys. 134, 209–212 (1990)
36. Simon, B., Taylor, M., Wolff, T.: Some rigorous results for the Anderson model. Phys. Rev. Lett. 54(14),

1589–1592 (1985)
37. Stein, E.M.: Harmonic Analysis: Real-Variable Methods, Orthogonality, and Oscillatory Integrals.

Princeton University Press, Princeton (1993)
38. Sims, R., Stolz, G.: Localization in one dimensional random media: a scattering theoretic approach.

Commun. Math. Phys. 213(3), 575–597 (2000)
39. Suwanna, S.: : Ph.D. Dissertation, The University of Virginia, Charlottesville, USA (2007)
40. Varcenko, A.N.: Newton polyhedra and estimate of oscillatory integrals. Funct. Anal. Appl. 10, 175–196

(1976)


	Finite Trotter Approximation to the Averaged Mean Square Distance in the Anderson Model
	Abstract
	Introduction
	Statement of the Problem and the Main Result
	Anderson Model and Statement of the Problem
	Trotter Product Theorem
	Main Result
	A Remark on Absolutely Continuous Spectrum


	Equivalent Statements
	Fourier Transform and Spectral Theory
	Trotter Product Approximation
	Expected Value in Momentum Space
	Combinatorics
	Expansion
	Equivalent Statements
	Trotter Product Approximations to p(t) for N=1 and N=2

	Oscillatory Integrals and Properties of the Phases
	Integrating over Kpi(zeta#)
	One Dimensional Problem
	Some Combinatoric Structures
	Some Properties of Phases

	Proof of the Main Result
	Acknowledgement
	Appendix A: Approximate Identity
	Appendix B: Oscillatory Integrals
	Oscillatory Integral with Two Phases

	References



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c006500720020003700200061006e006400200038002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300030003800200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e0063006f006d000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice


